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ABSTRACT

Increasing environmental concerns as well as diminishing fossil fuel reserves call for a new generation of energy conversion technologies. Fuel cells, which convert the chemical energy of a fuel directly to electrical energy, have been identified as one of the leading alternative energy conversion technologies. Fuel cells are more efficient than conventional heat engines with minimal pollutant emissions and superior scalability. Proton Exchange Membrane Fuel Cells (PEMFCs) which produce electricity from hydrogen have been widely investigated for transportation and stationary applications.

The focus of this study is on the Direct Propane Fuel Cell (DPFC), which belongs to the PEMFC family, but consumes propane instead of hydrogen as feedstock. A drawback associated with DPFCs is that the propane reaction rate is much slower than that of hydrogen. Two ideas were suggested to overcome this issue: (i) operating at high temperatures (150-230°C), and (ii) keeping the propane partial pressure at the maximum possible value. An electrolyte material composed of zirconium phosphate (ZrP) and polytetrafluoroethylene (PTFE) was suggested because it is an acceptable proton conductor at high temperatures. In order to keep the propane partial pressure at the maximum value, interdigitated flow-fields were chosen to distribute propane through the anode catalyst layer.

In order to evaluate the performance of a DPFC which operates at high temperature and uses interdigitated flow-fields, a computational approach was chosen. Computational Fluid Dynamics (CFD) was used to create two 2-D mathematical models for DPFCs based on differential conservation equations. Two different approaches were investigated to model species transport in the electrolyte phase of the anode and cathode catalyst layers and the membrane layer. In the first approach, the migration phenomenon was assumed to be the only mechanism of proton transport. However, both migration and diffusion phenomena were considered as mechanisms of species transport in the second approach. Therefore, Ohm's law was used in the first approach and concentrated solution theory (Generalized Stefan-Maxwell equations) was used for the second one. Both models are isothermal.
The models were solved numerically by implementing the partial differential equations and the boundary conditions in FreeFEM++ software which is based on Finite Element Methods. Programming in the C++ language was performed and the existing library of C++ classes and tools in FreeFEM++ were used. The final model contained 60 pages of original code, written specifically for this thesis.

The models were used to predict the performance of a DPFC with different operating conditions and equipment design parameters. The results showed that using a specific combination of interdigitated flow-fields, ZrP-PTFE electrolyte having a proton conductivity of 0.05 S/cm, and operating at 230°C and 1 atm produced a performance (polarization curve) that was (a) far superior to anything in the DPFC published literature, and (b) competitive with the performance of direct methanol fuel cells. In addition, it was equivalent to that of hydrogen fuel cells at low current densities (30 mA/cm²).
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CHAPTER 1

INTRODUCTION

The emerging energy demands in developing countries such as China and India have accelerated the diminishing of fossil fuels. The limited amount of economically accessible crude oil and natural gas has already been a main concern in providing future energy demands. On the other hand, utilizing fossil fuels has led to serious environmental problems such as climate change and pollution. Renewable energy may be considered as the ultimate alternative for fossil fuels if socially acceptable technologies can be developed to produce energy economically. Meanwhile, developing new energy-conversion technologies with higher efficiencies can postpone the depletion of fossil fuels and can reduce environmental issues. Fuel cells are considered as one of the energy-conversion devices that are more efficient than the conventional heat engines. The number of patent publications for fuel cells exceeded any other advanced energy technology, showing a growth of 57% in 2010 [1]. In terms of actual sales, fuel cell units shipped from North America increased fourfold between 2008 and 2010 [1].

The three main fuel cell sectors are stationary power generation (buildings, uninterruptible power supplies, etc.), transportation (cars, material handling, etc.), and small portable devices (laptops, cell phones, etc.). Figure 1.1 indicates the share the main sectors have in the Canadian fuel cell market [2]. About 36% of the Canadian fuel cell market focuses on small and large stationary power generation. The transportation sector represents the second largest market at 29%.

Stationary power generation is the most established application for fuel cells. In the Canadian fuel cell commercialization roadmap [3], several markets have been proposed for stationary fuel cells such as primary and back-up power for telecommunications facilities, remote industrial operations, data centres, wastewater treatment plants, and combined heat and power for public and commercial buildings. Stationary fuel cells are being used in a considerable number of projects in the US, Japan and South Korea [1]. Fuel cell units for combined heat and power
generation have been installed with 400 kW power per unit and an 80,000-hour warranty [1]. The global market for stationary fuel cells is projected at 16 GW for 2011, with a projected value of $18 billion [3]. In the transportation sector, material handling (lift trucks) demonstrated a growing market along with cost reduction and ease of operation [4].

![Figure 1.1. The Canadian fuel cell market focus [2]](image)

### 1.1. Background and Motivation

Hydrogen fuel cells are currently the most attractive type of fuel cells because of the unique properties of hydrogen. For instance, the rate of the oxidation reaction for hydrogen is superior to those for other types of fuels. However, cost and durability are the major challenges that hinder the commercialization of all kinds of fuel cells. Nevertheless, hydrogen fuel cells suffer from other disadvantages: fuel processing (hydrogen production), transportation and distribution. Significant capital investment and operational costs for hydrogen production and for infrastructure (hydrogen transport and distribution) are the most pressing problems.
To overcome the fuel processing issues, at least in some fuel cell applications, fuel cells that can be fed by conventional fuels at the anode have been investigated. An extensive effort was made to develop direct hydrocarbon fuel cells during the 1959-1968 period. Three review articles of that period summarized the main achievements and challenges for direct hydrocarbon fuel cells [5-7]. Propane has been identified as one of the most reactive and convenient hydrocarbon fuels [5]. Its distribution infrastructure is already in place. However, the oxidation reaction rate for propane at the anode is several orders of magnitude less than that for hydrogen. Furthermore, during that period all the research projects using direct propane fuel cells (DPFCs) had focused on aqueous electrolytes which are not as convenient for handling as the modern solid electrolytes. These two obstacles were the main reasons for the decreased interest in research on direct propane fuel cells.

The emergence of new materials and methods motivated our research group to try to improve DPFCs. More specifically, Park et al. [8] developed a solid membrane made of zirconium phosphate (ZrP) and polytetrafluoroethylene (PTFE) which showed a high proton conductivity at elevated temperature without dealing with a liquid electrolyte. Moreover, Nguyen [9] developed a nonconventional flow field design, that is now known as interdigitated flow fields. They are able to maintain the propane partial pressure at its maximum value along the entire length of the channel feeding the reaction zone. The high concentration of the reactant (propane) will maximize the propane oxidation reaction at the anode.

1.2. Research Objective

The principal objective of this dissertation is to improve the performance of direct propane fuel cells as an alternative to hydrogen fuel cells, in order to generate power in rural areas. Hydrogen fuel cells have been widely investigated for both transportation and stationary applications. However, hydrogen production and delivery are two of the challenging issues that still postpone the commercialization of hydrogen fuel cells. A possible approach to overcome the fuel processing issue is to develop DPFCs that use propane as the fuel instead of hydrogen.
In support of the principal objective, and in order to speed up the process of improving the performance of DPFCs, a computational model was created. A model based on the mathematical description of physical phenomena occurring in the cell can be used to investigate the prospect of possible improvements. The model can also be used to guide the design of fuel cells before building them and performing experiments. Moreover, it provides insight into the fundamental physical phenomena that govern fuel cell behaviour.

1.3. Organization of the Thesis

This dissertation is presented as a series of articles. The objectives and scope of the work are defined in this chapter, Chapter 1. Chapter 2 includes general topics about fuel cells and fuel cell modeling, while more detailed literature survey has been reported in the papers that have been published or submitted. Chapters 3, 4, and 5 are written in journal article format. Chapter 6 integrates the material addressed in the previous chapters describing the strategy for meeting the primary objective. Chapter 7 presents a brief summary of major contributions to knowledge and suggests some possible research topics for future work.

An isothermal mathematical model for the anode catalyst layer was developed during the first stage of the work. Other parts of the fuel cell, i.e., cathode catalyst layer and the membrane layer were not considered in this preliminary model. The specific objective was to investigate possible improvement in the anodic reaction rate without dealing with a mathematically complex model for the whole fuel cell. The outcome of this step was expected to indicate whether or not DPFCs could be improved in comparison with hydrogen fuel cells.

There are two possible approaches to model the "solid electrolyte phase", i.e., simple approach and rigorous approach. The former has been used in the vast majority of fuel cell models and was also used in this model of the electrolyte phase. In this approach, species transport in the electrolyte phase is described by migration phenomenon only. In other words, electrically charged species such as protons move in the electrolyte phase in response to an electric field (i.e. an electrical potential gradient).
The results showed that a major improvement in the anodic reaction rate is attainable by applying using an interdigitated flow field anode operating at 150°C. The conclusion was that the proposed modified DPFC could be promising as an alternative to hydrogen fuel cells. This investigation was published in a journal paper presented in Chapter 3.

In the second stage of the work, the anode model described in Chapter 3 was expanded to include the entire fuel cell including the three sub-domains, i.e., the anode catalyst layer, the cathode catalyst layer and the membrane layer. Three specific objectives for this development were: to predict the performance of an isothermal DPFCs at different operating conditions, to conduct parametric studies, and to develop a mathematical procedure for sub-domain coupling.

The model, that was developed during this stage of the work, was able to predict polarization curves for a DPFC having interdigitated flow fields, a ZrP-PTFE electrolyte, and an operating temperature of 150°C. The reasonable agreement of the polarization curves indicated that the simple model could be used for overall evaluation of the DPFCs, when polarization curve prediction was the criterion for the validity of the model. However, the simple model was not able to correctly calculate other important variables (overpotential and electrical potential gradient in the electrolyte phase). The reason was attributed to the representation of proton transport by proton migration only and the absence of proton diffusion. Therefore, a more rigorous model that accounted for the proton diffusion phenomena was developed in the last step of the work. The results pertinent to this stage of the research were published in a journal paper presented in Chapter 4.

Although there are problems with migration that were identified in Chapter 4 (the second paper), the problems do not affect polarization curves. Since Chapter 3 (the first paper) did not discuss anything other than polarization curves, the problems identified in Chapter 4 did not have any impact on Chapter 3.

In a more comprehensive model, the transport of ionic species was described in response to both the electrical potential gradient and the concentration gradient. The specific objective for this
stage of the work was to successfully predict the variation of all the desired variables within the fuel cell.

A rigorous approach was employed in order to account for both driving forces involved in proton and water transport in the proton conductor phase, i.e., electrical potential gradient and proton concentration gradient. In this approach, concentrated solution theory was applied by using the generalized Stefan-Maxwell equations. An isothermal model was developed and the results presented in Chapter 5 were submitted to a journal for publication.

The results of the rigorous model showed that the proton flux caused by the electrical potential gradient predicted by the simple models was opposite to the direction known to be correct. Therefore, the electrical potential profile and consequently the overpotential profile in the simple model were incorrect. As the rate of anodic and cathodic reactions are exponential functions of overpotential, a small deviation in overpotential can cause substantial error in the rate of reactions. Consequently, the conversion of propane and oxygen calculated by the simple model had a significant error.
1.4. References


CHAPTER 2

LITERATURE REVIEW

2.1. Fuel Cells

A fuel cell converts chemical energy of fuels directly into electrical energy. Typically, generation of electricity from fuels involves several energy conversion steps, i.e., fuel combustion, steam generation, conversion of thermal energy to mechanical energy in a heat engine, and finally electricity generation by running a generator. However, a fuel cell can generate electricity in a single step. Several potential advantages have resulted in a vast effort to develop such a device. Potential for an efficient operation, ease of scale-up, variety of fuel sources, and relatively low maintenance cost are some of the expected merits. Fuel cells also have disadvantages that differ from type to type.

One of the most common criteria for categorizing fuel cells is the type of electrolyte membrane they use. Alkaline Fuel Cells (AFC), Polymer Electrolyte Membrane or Proton Exchange Membrane Fuel Cells (PEMFC), Phosphoric Acid Fuel Cells (PAFC), Molten Carbonate Fuel Cells (MCFC), and Solid Oxide Fuel Cells (SOFC) are the main types of fuel cells. Each type has its own applications, merits and demerits.

PEM fuel cells are promising for automotive applications, small-scale distributed stationary power generation and also for portable power applications. PEM fuel cells have drawn the most attention because of their simplicity, quick start-up and various potential applications.

The most conventional PEM fuel cells are fed by hydrogen or methanol at the anode and oxygen or air at the cathode. The electrolyte membrane is a thin (<50μm) proton conductive polymer membrane [1]. The catalyst is typically platinum supported on carbon with loadings of about 0.3 mg/cm². Operating temperature is typically between 70 and 85°C.
The following material is divided into three parts. First, conventional PEM fuel cells that use hydrogen as the fuel are described. Direct hydrocarbon fuel cells are the second topic. Fuel cell modeling is discussed in the third part.

2.2. PEM Fuel Cell’s Components

Figure 2.1 shows different components of a single PEM fuel cell: electrolyte membrane layer, catalyst layers, diffusion layers, and bipolar plates. They are explained in the following sections. The Membrane Electrode Assembly (MEA) is the combination of diffusion layers, catalyst layers, and membrane.

![Figure 2.1. Schematic of a PEMFC showing the various components of the cell](image)

2.2.1. Electrolyte Membrane

A fuel cell electrolyte membrane must have high proton conductivity, must prevent mixing of gaseous species at the anode with those at the cathode, and must be chemically and mechanically stable at fuel cell operating conditions. Nafion is the membrane used most frequently in PEM
fuel cells. It is made by Dupont. The proton conductivity for Nafion is approximately 0.1 S/cm [2]. In this research, zirconium phosphate/polytetrafluoroethylene (ZrP-PTFE) was chosen to be the electrolyte material because it is capable of operation at greater temperatures than Nafion.

2.2.2. Catalyst Layers
Electrochemical reactions take place at the catalyst layers which are pressed between the membrane and gas diffusion layers in PEMFCs. Since there are three types of species that participate in the electrochemical reactions, i.e., molecules, electrons, and protons, the reactions can only take place at locations where all three species have access to the catalyst layer. Platinum has been used as the catalyst for both hydrogen oxidation and oxygen reduction reactions in PEM fuel cells. Large amounts of platinum catalyst (up to 28 mg/cm$^2$) were used during the early stages of PEM fuel cell development [1]. In the late 1990s with the use of catalyst supports this was reduced to 0.3–0.4 mg/cm$^2$ [1].

2.2.3. Bi-polar Plates
Bi-polar plates consist of an electrically conductive material and gas channels as can be seen in Figure 2.1. The conductive part separates the individual cells in the stack, collects the electrical current, and performs heat management. Gas channels in bi-polar plates are known as flow fields. They distribute fuel and oxidant on the catalyst layers in the fuel cell and remove products. Fuel and oxidant are transported from the gas channels through a gas diffusion layer to the catalyst layers, where they are consumed through an electrochemical reaction. Several types of flow fields have been investigated in the literature: parallel, serpentine, spiral and interdigitated. Each type of flow field has advantages and disadvantages.

Although conventional serpentine flow fields are suitable for hydrogen fuel cells, they have at least one disadvantage for hydrocarbon fuel cells. With serpentine flow fields, the CO$_2$ formed in the catalyst layer must exit the fuel cell through the same channel that carries the inlet hydrocarbon feed. As a result the concentration of the hydrocarbon feedstock decreases progressively along the length of the channel, as it becomes mixed with progressively more and more CO$_2$ product (Figure 2.2). In contrast with interdigitated fuel cells, the feedstock enters
through one channel, flows through the catalyst layer (parallel to the electrolyte membrane) where it reacts, and the CO$_2$ product leaves through a different channel (Figure 2.3). Thus with interdigitated flow fields the concentration driving force that causes the reactant hydrocarbon to enter the anode catalyst layer can remain large, along the entire length of the channel. Studies of the characteristics of interdigitated flow fields have been reported by Nguyen [3] and Yan et al. [4,5].

Figure 2.2. Serpentine flow-fields. The concentration of the reactants decreases along the reaction path

Figure 2.3. Interdigitated flow-fields. Two separate sets of channels prevent mixing of reactants and products
2.2.4. Gas Diffusion Layers
The layer between the catalyst layer and the bipolar plate at the anode and cathode side is called the gas diffusion layer which has the following roles in a PEM fuel cell:

- It distributes reactant gases coming from the gas channels to the entire catalyst layer and not just to that part of the catalyst layer which is adjacent to the channels.
- It provides a pathway for product liquid water from the catalyst layer to the flow field channels.
- It electrically connects the catalyst layer to the bipolar plate which allows the electrons to complete the electrical circuit.
- It conducts heat generated in the catalyst layer to the bipolar plate for heat management.

Therefore, the gas diffusion layer must be sufficiently porous to allow the flow of reactants and products through it. It must also be a good electrical and thermal conductor. Carbon fibre paper and woven carbon fabric satisfy such specifications. The thickness of various gas diffusion materials varies between 0.17 to 0.40 mm, and porosity varies between 70% and 80% [1].

2.3. Hydrogen PEM Fuel Cell’s Performance
The following electrochemical reactions take place in a hydrogen/oxygen fuel cell:

At the anode: \( \text{H}_2 \rightarrow 2\text{H}^+ + 2\text{e}^- \) \( (\Phi_{AN} = 0 \text{ V}) \)
At the cathode: \( \frac{1}{2} \text{O}_2 + 2\text{H}^+ + 2\text{e}^- \rightarrow \text{H}_2\text{O} \) \( (\Phi_{CA} = 1.229 \text{ V}) \)
Overall: \( \text{H}_2 + \frac{1}{2} \text{O}_2 \rightarrow \text{H}_2\text{O} \) \( (\Phi_{Cell} = 1.229 \text{ V}) \)

Hydrogen reacts at the catalyst layer of the fuel cell anode electrode to form protons and electrons. Protons travel through the membrane. Electrons flow to the cathode electrode through an external electrical circuit where they perform useful work. The electrons meet the protons that went through the membrane and the oxygen that is fed to the cathode electrode. An electrochemical reaction takes place at the catalyst layer of the cathode electrode to form water. The electrochemical reactions at the anode and cathode take place as long as reactants are fed to the electrodes, and a power consumer draws the electrical current.
If a fuel cell is supplied with reactants, but the electrical circuit is not closed, it will not generate any current. Ideally, the cell potential at this condition would be expected to be equal to the reversible cell potential. However, in practice, this potential, which is called the open circuit voltage (OCV), is considerably lower than the reversible potential (Figure 2.4). Therefore, there are some potential losses in a fuel cell even when no current is being produced. When an electrical circuit containing a resistor is closed, the potential is expected to drop even further as a function of the flowing current. There are different kinds of potential losses in a fuel cell caused by the following factors:

- crossover of reactants
- kinetics of the electrochemical reactions (activation polarization)
- internal electrical and ionic resistance (ohmic polarization)
- mass transfer limitations for the reactants moving to reaction sites, and for the products leaving reaction sites (concentration polarization)

Polarization is the difference between the electrode potential and the equilibrium potential at given temperature, pressure and concentration of reactants. Activation and concentration polarization can occur at both anode and cathode while ohmic polarization occurs in the electrolyte phase.

![Figure 2.4. Generalized polarization curve for a fuel cell](image-url)
Figure 2.4 shows a typical polarization curve which shows the numerical value of the cell potential at various current densities. Fuel cell performance can be evaluated by recording the polarization curve experimentally.

Fuel cell performance (power output) is affected by several parameters that can be classified in two main categories:

- Operating conditions, such as temperature, pressure, feed composition, reactant utilization and current density.
- Design parameters, such as bipolar plate channel size, and thickness and material properties of catalyst and electrolyte layers.

2.4. Direct Hydrocarbon Fuel Cells

Direct hydrocarbon fuel cells are PEM fuel cells, but they are fed by hydrocarbons instead of hydrogen at their anodes. Liebhafsky and Cairns [6], Bockris and Srinivasan [7], and Cairns [8] have reviewed the majority of fuel cell research in which hydrocarbons have been used as fuel. Different hydrocarbons such as normal paraffin fuel (methane to n-hexadecane), olefins (ethylene, propylene and 1-butene), gasoline and diesel have been investigated as the fuel cell feed. Propane is one of the fuels which is relatively acceptable in reactivity and convenient in application [6].

The electrochemical reactions in a direct propane fuel cell are shown below. For complete conversion at the anode, CO₂ will be the only gaseous species at the anode outlet according to Eq. (2-1). It was assumed that the coke formation did not occur.

\[
\text{Anode reaction: } \quad C_3H_8 + 6 H_2O \rightarrow 3 CO_2 + 20 H^+ + 20 e^- \tag{2-1}
\]

In a more realistic case, the products from the anode could include carbon dioxide, methanol, ethanol, propanol, formaldehyde, formic acid, acetaldehyde, acetic acid, propanaldehyde, proponic acid, and carbon monoxide. However, carbon dioxide has been assumed to be the major product in several previous studies that used a platinum catalyst. If CO₂ is the only product from the anode, the maximum possible electrical current will be obtained from the fuel cell.
Electrons and protons which are produced at the anode catalyst layer through Eq. (2-1) travel by two different paths to reach the cathode catalyst layer. Electrons generate electrical energy as they flow through the external circuit. Protons move through the electrolyte phase (proton conductor phase) to reach the cathode catalyst layer. Protons and electrons reduce oxygen at the cathode catalyst layer as shown in Eq. (2-2)

\[
\text{Cathode reaction: } \quad 5 \text{O}_2 + 20 \text{H}^+ + 20 \text{e}^- \rightarrow 10 \text{H}_2\text{O}
\] (2-2)

The overall reaction at a DPFC is shown in Eq. (2-3)

\[
\text{Overall reaction: } \quad \text{C}_3\text{H}_8 + 5 \text{O}_2 \rightarrow 3 \text{CO}_2 + 4 \text{H}_2\text{O}
\] (2-3)

Figure 2.5 shows a three dimensional picture of a DPFC composed of five layers: two bi-polar plates, two catalyst layers, and membrane layer. The interdigitated flow-fields are shown for the anode bi-polar plate. Propane and water are the reactants for the anodic reaction which flow in the feed channels shown in red. CO\textsubscript{2}, un-converted propane and water flow in the product channels which are shown in blue. The gaseous species in the feed channels can reach the product channels by passing through the catalyst phase, as shown in Figure 2.6. This figure provides a two-dimensional cross section of a DPFC along the dashed line in Figure 2.5. The gas diffusion layers, which are common for PEM fuel cells are not used with interdigitated flow-fields. Because the gas diffusion layers provide a route from feed channels to product channels, they will decrease the feed flow rate passing the catalyst layer.
Figure 2.5. A 3-D schematic of a DPFC showing interdigitated flow-fields at the anode bi-polar plate. A 2-D schematic of the anode bi-polar plate along the dashed line is pictured in Figure 2.6.

Figure 2.6. A 2-D cross sectional view of a DPFC showing the connection of the feed channel (in red) and the product channel (in blue) through the catalyst layers.
As mentioned before, a serious disadvantage of the DPFCs is that the power generated is very small. This is due to the very slow rate of oxidation reaction at the anode of a DPFC. An attempt to overcome this disadvantage was made through the combination of the following objectives in three PhD projects that are being performed in our research group. The intent is for fuel cell performance to exceed the previously published values:

1- Operation at high temperature (150°C). Since the performance of propane fuel cells is limited by the anode catalyst, increasing the temperature is one method of increasing the anode kinetics. This requires an electrolyte that has a reasonable proton conductivity and stability at high temperature. A ZrP-PTFE composite membrane was chosen for this research because it had demonstrated reasonable performance when operated at 120°C in a hydrogen fuel cell [9]. The ZrP-PTFE solid membrane was developed in another project within our group.

2- Using interdigitated flow fields. As it was mentioned in section 2.2.3, interdigitated flow fields can permit the concentration driving force of the hydrocarbon reactant at the anode catalyst layer entrance to have large value along the entire length of the channel.

3- Using a less expensive catalyst. The conventional anode catalyst, Pt, is needed to resist corrosion when liquid phase water is present. By operating above the boiling point of water, less expensive metals such as nickel were investigated using density functional theory in another project within our group.

2.5. Fuel Cell Models

Mathematical models can play an important role in fuel cell development. An accurate and reliable model can reduce the time needed to understand the real physical and chemical phenomena that are taking place inside the fuel cell. Models can provide valuable information for fuel cell design, optimization, and performance prediction at various operating conditions.

Fuel cell models are split in two main categories, performance models and mechanistic models. The performance models usually fit the experimental data with a single equation to express the potential of a cell versus current density at different operating conditions. The typical form of a
performance model is shown in Eq. (2-4), where the cell potential $\Phi_{\text{Cell}}$ is a function of open circuit potential $\Phi_{\text{OCV}}$, ohmic polarization $\Delta \Phi_{\text{Ohm}}$, activation polarization $\Delta \Phi_{\text{Act}}$, and concentration polarization $\Delta \Phi_{\text{Conc}}$.

$$\Phi_{\text{Cell}} = \Phi_{\text{OCV}} - \Delta \Phi_{\text{Ohm}} - \Delta \Phi_{\text{Act}} - \Delta \Phi_{\text{Conc}}$$ (2-4)

The polarization terms are functions of the cell current density and several constant parameters. Various sets of experimental data are required to determine these parameters so that they can be used in Eq. (2-4) for a range of operating conditions. As an example of developing performance models, Kim et al. [10] presented an empirical equation to calculate the cell potential as a function of current density for polymer electrolyte membrane fuel cells. This model is able to predict the cell potential over the entire range of current density (including the mass transfer limiting range), at several temperatures, pressures, and oxygen/inert gas compositions.

The performance models can only be used for existing fuel cells if there are enough experimental data. The disadvantage of the performance models is that they cannot provide fundamental understanding of phenomena occurring inside the cell. This insight is critical to develop new materials, to propose new cell designs or to optimize existing fuel cells.

The principal objective of this research was to be met by developing a mechanistic model because there is not enough experimental data for direct propane fuel cells that use interdigitated flow fields. Furthermore, a new electrolyte material, zirconium phosphate, and non-conventional operating conditions were going to be investigated by this model. Therefore, the rest of Section 2.5 focuses on mechanistic models.

Mechanistic models, which describe fuel cells in detail, can be categorized according to their dimensions. Depending on the target application of the model, it can be a 1-D, 2-D, or 3-D model. Figure 2.5 shows a three-dimensional schematic of a DPFC with interdigitated flow fields. A 1-D model of interdigitated flow-fields is usually developed along the x- or y-direction, while a 2-D model usually describes the cell in the x-y plane. If the channels are long enough so that the effect of a dead ended channel becomes small, variations along z-direction is negligible.
and a 2-D model provides valuable insights. A 3-D model is required to examine the effect of dead ended channels. In serpentine flow-fields, variation along the channels (z-direction) is often significant. Therefore, 3-D models are more common for serpentine flow-fields.

Several one-dimensional mechanistic models were presented to investigate the different layers of fuel cells. Two early models in this area were published by Bernardi and Verbrugge [11] and Springer et al. [12]. Due to the emergence of powerful computers, two and three dimensional models have been developed since the late 1990s and early 2000s.

As shown in Figure 2.1, a typical fuel cell involves seven different layers, i.e., two bipolar plates, two diffusion layers, two catalyst layers for the anode and cathode, and one electrolyte layer. A mechanistic model can consist of a particular single layer [13, 14], several layers [15], or all seven layers [16] regardless of its dimension.

Figure 2.7 shows the modeling domain for interdigitated flow-fields. The symmetry of the interdigitated flow-fields and the need to reduce the computational time were factors that influenced the modeling domain choice: from the middle of a feed channel to the middle of its adjacent product channel. A more detailed picture of the modeling domain is shown on the left hand side of Figure 2.7 demonstrating different phases that exist in the catalyst layers and the membrane layer. Three phases are present in the anode and cathode catalyst layers. Electrochemical reactions take place at the interface between these phases. These three phases are the "gas phase" containing reactants and products, the "solid catalyst phase" containing the carbon support and platinum, and the "solid electrolyte phase". The later consists of stationary zirconium phosphate matrix (ZrP or [Zr(HPO₄)₂ • H₂O]), and species that can move within the ZrP containing mobile H₂O (Zr(HPO₄)₂ • 2H₂O), and H⁺ (Zr(HPO₄)₂ • H₃O⁺). The membrane layer is porous PTFE that contains the solid electrolyte phase in its pores. The catalyst phase is an electron conductor and zirconium phosphate is a proton conductor.
Figure 2.7. Modeling domain and existing phases at the anode, cathode and membrane layers of a DPFC

Figure 2.8 shows the local variables that are represented in a mathematical model of a DPFC. Four types of conservation equations are used to calculate these variables: conservation of mass, momentum, non-charged species, and charged species. There are also some parameters in the conservation equations that have to be calculated using constitutive equations and the equations of state. Table 2.1 lists the most common constitutive equations and the equations of state for different layers.
Figure 2.8. Parameters that must be solved for in a mathematical model

Table 2.1. Constitutive equations and the equations of state required in different layers of a PEM fuel cell

<table>
<thead>
<tr>
<th>Layer</th>
<th>Equations</th>
<th>Example</th>
</tr>
</thead>
<tbody>
<tr>
<td>Anode and cathode catalyst layers</td>
<td>Reaction</td>
<td>Butler-Volmer equation, or complex kinetics expressions</td>
</tr>
<tr>
<td></td>
<td>Mass transport</td>
<td>Fick’s law, or Maxwell-Stefan equations</td>
</tr>
<tr>
<td></td>
<td>PVT relation</td>
<td>Ideal gas law, or equation of state</td>
</tr>
<tr>
<td>Electrolyte Layer</td>
<td>Mass transport</td>
<td>Nernst-Plank, or Maxwell-Stefan equation</td>
</tr>
<tr>
<td></td>
<td>Membrane swelling</td>
<td>Empirical or thermodynamic models</td>
</tr>
<tr>
<td></td>
<td>PVT relation</td>
<td>Ideal gas law, or equation of state</td>
</tr>
<tr>
<td>Anode and cathode diffusion layers</td>
<td>Mass transport</td>
<td>Fick’s law, or Maxwell-Stefan equations</td>
</tr>
<tr>
<td></td>
<td>PVT relation</td>
<td>Ideal gas law, or equation of state</td>
</tr>
<tr>
<td>Anode and cathode gas channels</td>
<td>Mass transport</td>
<td>Fick’s law, or Maxwell-Stefan equations</td>
</tr>
<tr>
<td></td>
<td>PVT relation</td>
<td>Ideal gas law, or equation of state</td>
</tr>
</tbody>
</table>

The remainder of Section 2.5 describes the modeling studies for individual cell components.
2.5.1. Electrolyte Modeling

The majority of PEM fuel cell models represent Nafion electrolyte membranes although many other types of membranes have been investigated experimentally. A model developed for the Nafion membrane can sometimes be used for other types of membranes by altering the physical and transport properties. The governing equations remain unchanged.

The electrolyte membrane in the PEM fuel cells have been modeled within two extremes, namely macroscopic and microscopic approaches. Microscopic models are based on *ab initio* quantum chemistry and molecular dynamics. These models provide a fundamental understanding of processes like diffusion in the membrane on a microscopic scale. This subject is beyond the scope of this dissertation, and the readers are referred to a review paper written by Kreuer et al. [17]. Although these models provide valuable information about the single ions and pore-level effects, they are usually too complex and computationally demanding to use in a whole fuel cell model.

The macroscopic mechanistic models are often more practical and focus on predicting water flux and electrical potential drop within the electrolyte phase. Estimating the water flux is essential for the water management in the fuel cell. The calculation of the electrical potential drop is required to predict the polarization curve of the fuel cell. As the macroscopic approach was selected in this research, the following survey focuses on the relevant studies.

Water is produced in the cathode side of a fuel cell. It is also dragged by protons moving from the anode side to the cathode side of the fuel cell. Hence, more water is present on the cathode side of the membrane than on the anode side. Although PEM fuel cells are fed with humidified gases at the anode and cathode, there is usually water vapour on the anode side and liquid water on the cathode side of the membrane. As mentioned before, the water content of a Nafion membrane affects its proton conductivity. On the other hand, membranes exhibit a difference in water content (and therefore other properties). Both vapour and liquid phases of water can be in contact with the membrane [18]. Therefore, the phase of the water plays an important role in the membrane modeling. It also determines the complexity of the model. The macroscopic models for membranes are usually divided into two main categories: those that assume the membrane
exists as a single phase, and those that assume it contains two phases. There is a third category which is the combination of single phase and two phases models [19].

Single phase models treat the electrolyte membrane (composed of a polymer matrix and moving species) as a single homogeneous phase with no real pores. The polymer matrix is stationary while water and protons are dissolved in the polymer matrix and move by diffusion. One approach to express the movement of charged species is using dilute solution theory in which only the interaction between each moving species and the polymer matrix is considered [20]. The Nernst-Planck equation, Eq. (2-5), expresses the movement of the charged species \( i \) within the polymer matrix.

\[
N_{i,ELY} = -z_i u_i F c_{i,ELY} \nabla \Phi_{ELY} - D_i \nabla c_{i,ELY} + c_{i,ELY} u_{ELY} \tag{2-5}
\]

The first term in the expression is a migration term representing the motion of charged species that results from a potential gradient. The second term relates the diffusive flux of the charged species to their concentration gradient. The final term is a convective term and represents the movement of species due to the bulk motion of the solvent. In one-phase systems, the solvent is the stationary polymer matrix, and thus, \( u_{ELY} = 0 \).

In Eq. (2-5), mobility \( u_i \) and diffusion coefficient \( D_i \) are transport properties and can be related to each other at infinite dilution via the Nernst-Einstein equation, Eq. (2-6):

\[
D_i = RT u_i \tag{2-6}
\]

Eq. (2-5) reduces to Fick’s law for water movement in the membrane because it is a neutral species and \( z_w = 0 \). However, another transport mechanism for water movement in the polymer matrix can be considered in Eq. (2-5). It is called electro-osmotic drag. As protons move across the membrane, they drag water molecules in the same direction causing an electro-osmotic flux. Electro-osmotic flux is proportional to the current density and can be added to the diffusive flux to calculate the overall flux of water which gives Eq. (2-7).
Kulikovsky [21] developed a model of water transport in a membrane electrode assembly of a polymer electrolyte fuel cell where a macroscopic single phase approach was chosen to model the membrane. Nguyen and White [22] also developed a model for water and heat management in a PEMFC using the single phase approach. Their model can calculate the required humidification to maintain high proton conductivity in the membrane, and the amount of heat that has to be removed from a PEM fuel cell. It is also able to predict the effects of various design and operating parameters on the performance of a PEM fuel cell. The same approach has been applied by Cheddie and Munroe [23] to model higher temperature membranes, such as polybenzimidazole (PBI). They reported a one dimensional mathematical model that predicted the polarization performance of a PEMFC having a PBI membrane.

In two-phase models, the membrane is assumed to have pores that are filled with liquid water. Thus, the two phases are liquid water and membrane material. As the operating temperature for the membrane in this research is above the boiling temperature of the water, the membrane contains one phase only.

2.5.2. Gas Diffusion Layer Modeling

Gas diffusion layers allow a more uniform distribution of fuel and oxidant to the catalyst layers, but they cause a resistance for the transport of species. Therefore, the focus of mathematical modeling is to calculate the species concentration distribution. Fick’s law of diffusion is applied for fuel cells with two components in their anode and cathode. The Stefan-Maxwell equations, Eq. (2-8) are used for more than two components in the anode and cathode [24]:

$$\nabla y_i = \sum_{j=1, j \neq i}^{n} \frac{y_iN_j - y_jN_i}{c_T D_{ij}} \quad i = 1, 2, ..., n - 1$$  (2-8)
2.5.3. Catalyst Layer Modeling

Electrochemical reactions take place at the catalyst layers of the fuel cell. Catalyst layers are porous media composed of a gas phase, an electrolyte phase and a solid catalyst phase (i.e. platinum on carbon support). Fuel, oxidant and reaction products flow through the pores of the catalyst layers. Therefore, momentum transport (material flow through the porous media), mass transport (concentration distribution of non-charged species within the porous media, and that of charged species within the electrolyte phase), and electrochemical reactions at the interface of three phases (gas, catalyst, and electrolyte) are the main phenomena that have to be considered. In other words, the electrolyte and diffusion layer models (Sections 2.5.1 and 2.5.2) can be used in the catalyst layer along with additional kinetics expressions for the electrochemical reactions at the catalyst layer.

Microscopic and macroscopic catalyst models of PEM fuel cells have been developed, similar to the electrolyte models. In the microscopic approach, quantum mechanical methods are employed. Using these methods, the electrochemical reaction mechanisms can be predicted, the rate constant and the activation energy of the rate limiting step can be determined, and a proper catalyst for a specific reaction can be identified. This subject is beyond the scope of this dissertation, and the readers are referred to [25].

Based on the length scale of the model, the macroscopic models for fuel cell catalyst can be categorized into the following four types: (a) interface models, (b) macro-homogeneous models, (c) thin film models, and (d) agglomerate models. Each category is suitable for specific applications and dictates the amount of complexity.

The interface models treat the catalyst layer as an infinitely thin interface between the gas diffusion medium and the membrane layer. These models are used when the catalyst structure can be ignored, and the emphasis is on the membrane performance or on the water balance. In this approach, Faraday’s law is used as a generation/consumption term in the boundary condition for the conservation of mass at the interface of the gas diffusion layer and the membrane interface. This approach cannot be applied to study the structural parameters of the catalyst layer such as the catalyst loading.
The macro-homogeneous models assume that the catalyst layer is a homogeneous solid structure composed of metal catalyst, carbon support, and the electrolyte phase without gas pores. The gas species dissolve and diffuse within the electrolyte phase, and as a result, the diffusion rate is low. These models account for variations across the catalyst layer but ignore micro-structural details. For example, variation of current density within the catalyst layer can be investigated, but this variation at the agglomerate scale is neglected.

Thin film models are similar to the macro-homogeneous models except that the gas pores are assumed to exist and that the catalyst particles (metal catalyst and carbon support) are covered by a thin film of electrolyte phase. All phases exist in all volume elements. Like the macro-homogeneous models, the thin film models describe the transport phenomena within the catalyst layer. The major difference between the macro-homogeneous models and the thin film models is the value of the diffusion coefficients because the species diffuse in the gas phase for the thin film models and in the electrolyte phase for the macro-homogeneous models. There were two groups that were the pioneers in such mechanistic modeling of PEM fuel cells [12,13]. They and other researchers who follow their approach use the film model for catalyst modeling.

In the agglomerate models, the variation of the physical variables in the agglomerate scale is not ignored, and the characteristic length is the radius of the agglomerate. The reactants diffuse through the electrolyte phase surrounding the agglomerate to reach the catalyst active sites where reactions occur, and product diffuses back through the electrolyte phase to the gas phase. Therefore, there is a concentration and potential distribution inside the agglomerate [14].

As the film model does not include pore scale modeling, it cannot describe the flow of immiscible fluids in pores [26]. In other words, it assumes that gas and liquid flow through two types of pores. This distinction is acceptable at low current densities that produce a small amount of water. However, at high current densities that produce a significant amount of water, gas and liquid will flow together in a pore. Therefore, the agglomerate model should be used to predict phenomena related to flooding. It is worth mentioning that film models fail to predict concentration polarization in a polarization curve, because they cannot take water flooding into account [26].
For the high temperature DPFCs there is only gas phase flowing through the pores. Therefore, there is no need to apply the agglomerate model to predict the water flooding.

2.5.4. Gas Channel Modeling

Since gas channels were not modeled in this work, the comment on gas channels will be general in nature.

Two common approaches in gas channel modeling are homogeneous concentration and plug flow [27]. In the homogeneous concentration approach, the species composition along the gas channel is assumed to be uniform and equal to the value at the outlet of the channel. This assumption is applicable in 1-D and 2-D models that are not "along-the-gas channel" (z-direction in Figure 2.5). However, to predict the variations along the gas channel it is necessary to use a plug flow approach in which molar flux of species is a function of the z-direction.

2.6. Nomenclature

c_T: total concentration of the gas mixture [g/moles/m^3]
c_{i,ELY}: concentration of charged species i in the electrolyte phase [g/moles/m^3]
D_i: diffusion coefficient of species i [m^2/s]
D_{ij}: diffusion coefficient of species i in species j [m^2/s]
F: Faraday’s constant, 96485 [Coulombs/mol charge]
i: current [A]
j: current density [mA cm^-2 ]
N_{i,ELY}: flux of species i in the electrolyte phase [g/mol/m^2s]
N_i: flux of species i in the gas phase [g/mol/m^2s]
N_j: flux of species j in the gas phase [g/mol/m^2s]
P: total pressure [Pa]
R: universal gas constant [J/(mol K)]
T: temperature [K]
u_i: mobility of species i [m^2/mol/J.s]
u_{ELY}: velocity of the electrolyte phase [m/s]
\( y_i \): mole fraction of species \( i \) in the gas phase [-]
\( z_i \): charge number of species \( i \)

**Greek letters:**

\( \xi \): electro-osmotic coefficient [-]
\( \Phi \): electrical potential [V]
\( \Phi_{ELY} \): electrical potential in the electrolyte phase [V]
\( \Phi_{Cell} \): cell potential [V]
\( \Phi_{OCV} \): open circuit potential [V]
\( \Delta \Phi \): electrical potential difference [V]
\( \Delta \Phi_{Act} \): activation polarization [V]
\( \Delta \Phi_{Conc} \): concentration polarization [V]
\( \Delta \Phi_{Ohm} \): ohmic polarization [V]

**Subscripts and Superscripts:**

AN: anode
CA: cathode
\( \text{CO}_2 \): carbon dioxide
ELY: electrolyte layer
\( i \): species; propane, water, \( \text{CO}_2 \), and \( \text{H}^+ \)
P: propane
W: water

**Abbreviations:**

DPFC: direct propane fuel cell
MEA: membrane electrode assembly
OCV: open circuit voltage
PEM: polymer electrolyte membrane or proton exchange membrane
PEMFC: polymer electrolyte membrane or proton exchange membrane fuel cell
PTFE: polytetrafluoroethylene
PVT: pressure-volume-temperature
ZrP: zirconium phosphate
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CHAPTER 3

DIRECT PROPANE FUEL CELL ANODE
WITH INTERDIGITATED FLOW FIELDS:
TWO-DIMENSIONAL MODEL

H. Khakdaman, Y. Bourgault, M. Ternan

ABSTRACT

The first two-dimensional model of a direct propane fuel cell (DPFC) anode was developed and used to investigate materials and operating conditions that resulted in improved DPFC anode performance. The software used, FreeFEM++, is open source and is based on the finite element method. The anode catalyst layer (ACL) was composed of three phases. One solid phase was the platinum catalyst supported on porous carbon (an electron conductor). The second solid phase consisted of solid zirconium phosphate (a proton conductor at 150°C). The gas phase was located within the pores of the carbon and between the solid particles. Operation at 150°C allowed the propane gas phase concentration to be in direct contact with the catalyst at the entrance to the ACL. This was an important advantage compared to previous DPFC operations at conditions where aqueous liquids are present (PEMFC at temperatures less than 100°C and direct propane PAFC). When aqueous liquids surround the catalyst, the propane concentration in contact with the catalyst at the ACL entrance is much smaller because the solubility of propane in aqueous liquids is small. The one-third improvement in the anode overpotential was attributed to this difference. By using interdigitated flow fields with the propane feed in one set of channels and the carbon dioxide product in another set of channels, there was no mixing of the two so that the maximum propane concentration was always present at the entrance to the ACL. The residence time could be chosen, by adjusting the distance between the feed and the product channels (width

---

1 This paper was published in Ind. Eng. Chem. Res. 49, 2010, 1079–1085
of land plus channel), to obtain large values of conversion and large values of fuel utilization. It was shown that the larger pressure drops often associated with interdigitated flow fields compared to conventional serpentine flow fields were diminished by increasing the thickness of the catalyst layer. In addition, the thicker catalyst layer permitted the Pt catalyst to be spread over a greater thickness of carbon catalyst support, thereby ensuring better catalyst dispersion and improved catalyst performance.

3.1. Introduction

Although the concept of a fuel cell for the conversion of the chemical energy in a fuel into electrical energy has been known for more than 150 years, it is only recently that commercial fuel cell products have become available. Our focus is on the application of fuel cells for the production of electrical energy in rural areas. Work in our laboratory is directed toward the development of commercial fuel cells in which a hydrocarbon such as propane is the fuel that reacts directly on the anode of the fuel cell. Propane was chosen as the particular hydrocarbon fuel for several reasons. (1) Existing infrastructure: Liquefied petroleum gas, LPG, whose principal component is propane, is currently used as a fuel for heating purposes in many rural areas. In principle, trucks can deliver LPG to any location that is accessible by road. (2) Capital cost: Utility companies incur much greater costs when supplying electrical power to rural clients that to urban clients. Therefore the acceptable purchase cost for fuel cells will be greater for rural markets than for urban markets. (3) Fuel cell performance: Although hydrogen and methanol fuels are much more reactive (have greater current densities) in fuel cells than any of the hydrocarbon fuels, among the hydrocarbons the performance of propane has been found to be slightly superior to other low molecular weight alkanes.

The electrochemical reaction of hydrocarbon fuels directly at the anode of a fuel cell has several advantages compared to hydrogen or methanol as the fuel. Hydrocarbons, specifically methane in natural gas, must be converted to form hydrogen and methanol. (1) By using the hydrocarbons directly in fuel cells, the capital cost for processing equipment needed to produce hydrogen or methanol can be eliminated. (2) Furthermore the conversion energy inefficiencies (e.g. endothermic heat required for steam reforming) are also eliminated. (3) The infrastructure to deliver hydrocarbons is already in place (natural gas pipelines in urban areas and commercial...
trucking systems for delivery of LPG and diesel fuel in rural areas). A substantial additional capital cost for delivery systems would be required if hydrogen and/or methanol were to become equally accessible. (4) There is a greater energy loss, caused by the reversible entropy change, when hydrogen is the fuel than when the fuel is a hydrocarbon. (5) Hydrogen has a smaller energy density than hydrocarbons, as can be seen in Table 3.1 where lower heating values are compared. Note that LPG (propane) is stored as a liquid (typically less than 10 atmospheres at ambient temperature). For transportation applications the energy density determines the amount of energy that can be stored in a fuel tank of a particular size. (6) There are energy losses associated with hydrogen storage that do not occur during the storage of most liquid hydrocarbons (energy to compress gaseous hydrogen to 200 – 700 atm [1], or the boil-off of liquid hydrogen stored at –253°C). (7) Although there are safety issues with hydrocarbons, safety is often a greater concern with hydrogen. For example, hydrogen has a much larger range of Explosive/Flammable Limits (4 – 75%) than hydrocarbons (e.g. propane 2.1 – 10.1%). There are also safety concerns with methanol. For example, methanol has a toxic effect on the nervous system, particularly the optic nerve [2].

Table 3.1. LHV energy densities of fuels [3]

<table>
<thead>
<tr>
<th>Fuel</th>
<th>Energy density (MJ/m³ at 200 atm., 15°C) gas</th>
<th>Energy density (MJ/m³ at 690 atm., 15°C) gas</th>
<th>Energy density (MJ/m³ of Liquid)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hydrogen</td>
<td>1,825</td>
<td>4,500</td>
<td>8,491</td>
</tr>
<tr>
<td>Methanol</td>
<td>15,800</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Propane</td>
<td>23,488</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gasoline</td>
<td>31,150</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Although hydrocarbons have many advantages they also have one major disadvantage compared to hydrogen or methanol. In fuel cells, hydrocarbon reaction rates (current densities) are more than one order of magnitude slower than those of hydrogen or methanol. Work in our laboratory is directed toward both the identification of the phenomena that influence fuel cell current densities and the suggestion of alternative materials / operating conditions. If the current density
limitation could be improved sufficiently, then direct hydrocarbon fuel cells might become competitive with hydrogen and with methanol fuel cells.

Propane fuel cells emit carbon dioxide at the fuel cell location. Both the hydrogen and the methanol used in fuel cells are produced from natural gas. Therefore both hydrogen fuel cells and methanol fuel cells are responsible for carbon dioxide emissions at the locations where natural gas is used to produce the hydrogen or methanol. The type of fuel cell with the greatest energy efficiency will emit the smallest quantity of carbon dioxide per Watt of electrical power produced. At the current state of development, both hydrogen and methanol fuel cells have greater energy efficiencies than hydrocarbon fuel cells. In contrast the maximum theoretical energy efficiencies for hydrocarbon fuel cells are almost 30% greater than those for hydrogen and methanol fuel cells. If hydrocarbon fuel cells could be improved sufficiently, it is possible that they could become more energy efficient than either hydrogen or methanol fuel cells, and therefore have smaller carbon dioxide emissions.

The vast majority of fuel cell research with hydrocarbons as the fuel was performed in the 1959 – 1968 period. That work has been summarized in three reviews, Liebhafsky and Cairns [4], Bockris and Srinivasan [5], and Cairns [6]. A few of the studies that have been performed since that time include the following: A reaction network for methane electrochemical oxidation has been proposed by Bagotzky et al. [7]. Experiments measuring the species adsorbed on a platinum anode during methane electrochemical oxidation have been reported by Hahn and Melendres [8]. The use of propane in a Nafion polymer electrolyte membrane (PEM) fuel cell was reported by Savadogo and Varela [9]. Modeling work in our laboratory has been focused both on the fuel cell as a reactor, Psofoginanakis et al. [10] and on the fuel cell catalyst Psogogiannakis et al. [11].

The polarization curves in Figure 3.1 are typical of the best performance that has been obtained using direct propane fuel cells. Aqueous phosphoric acid fuel cells (PAFC) are probably typical of other types of direct propane fuel cells having conventional electrolytes. Two types of polymer electrolyte membrane fuel cells (PEMFC) are also shown. One is a Nafion membrane that is commonly used in hydrogen fuel cells. The other is polybenzimidazol (PBI) impregnated with sulphuric acid. The PAFC results [12] at 150°C are comparable to the Nafion membrane
results [9] at 95°C at low current densities. Fuel cells having Nafion or sulphuric acid electrolytes are normally operated at temperatures less than 100°C, while PAFC are normally operated above 100°C. In this work, fuel cell materials (platinum anode catalyst and zirconium phosphate electrolyte) and operating conditions (150°C) were chosen in an attempt to obtain fuel cell performance that exceeds the typical state-of-the-art values shown in Figure 3.1.

Figure 3.1. Polarization curves for direct propane fuel cells. The open squares (Nafion electrolyte) and open triangles (polybenzimidazole-H₂SO₄ electrolyte) data were measured at 95°C [9]. The solid circles (aqueous H₃PO₄ electrolyte) data were measured at 150°C [12].

Zirconium phosphate (ZrP) was chosen to be the electrolyte material because it is capable of operation at greater temperatures than Nafion, the electrolyte most commonly used in PEM (polymer electrolyte membrane) fuel cells. Since the performance of propane fuel cells is limited by the anode electro-catalyst, increasing the temperature is one method of increasing the anode kinetics. The characteristics of PEM fuel cell components when operating at higher temperatures have been reviewed recently [13]. As the temperature is increased towards the boiling point of water, the performance of Nafion membranes declines substantially. Furthermore the glass transition temperature, which affects the morphology of a solid, is less than 160°C for Nafion. Zirconium phosphate was deemed to be a promising electrolyte for at least two reasons. First,
although the proton conductivity is small ($10^{-6}$ S/cm) for the pure material [14], when ZrP is combined with PTFE (polytetrafluoroethylene) its conductivity has been reported to exceed $10^{-3}$ S/cm [15]. The reason suggested for the improvement in proton conductivity was surface conductivity. Second, fuel cells having ZrP-PTFE composite membranes have demonstrated reasonable performance when operated at a 120°C when hydrogen was the fuel [16].

Our model of the anode was based on the properties of Vulcan XC72 as the carbon black support for the platinum catalysts. In practice the rate of carbon black corrosion at 150°C for the cathode may be excessive. Hence it may be necessary to replace the carbon black with a more corrosion resistant graphitized carbon support, as has been reported for phosphoric acid fuel cells [17] that operate at 200°C.

Although conventional serpentine flow fields are suitable for hydrogen fuel cells, they have at least one disadvantage for hydrocarbon fuel cells. With serpentine flow fields, the CO$_2$ formed in the catalyst layer must exit the fuel cell through the same channel that carries the inlet hydrocarbon feed. As a result the concentration of the hydrocarbon feedstock decreases progressively along the length of the channel, as it becomes mixed with progressively more and more CO$_2$ product. In contrast with interdigitated fuel cells, the feedstock enters through one channel, flows through the catalyst layer (parallel to the electrolyte membrane) where it reacts, and the CO$_2$ product leaves through a different channel. Thus with interdigitated flow fields the concentration driving force that causes the reactant hydrocarbon to enter the anode catalyst layer can remain large along the entire length of the channel. Studies of the characteristics of interdigitated flow fields have been reported by Wood et al. [18] and Yan et al. [19].

This work describes the first two-dimensional model of a direct propane fuel cell having an interdigitated flow field. A schematic diagram is shown in Figure 3.2. The reactions in the fuel cell are shown below:

Anode reaction: $\text{C}_3\text{H}_8 + 6 \text{H}_2\text{O} \rightarrow 3 \text{CO}_2 + 20 \text{H}^+ + 20 \text{e}^-$ \hspace{1cm} (3-1)

Cathode reaction: $5 \text{O}_2 + 20 \text{H}^+ + 20 \text{e}^- \rightarrow 10 \text{H}_2\text{O}$ \hspace{1cm} (3-2)

Overall reaction: $\text{C}_3\text{H}_8 + 5 \text{O}_2 \rightarrow 3 \text{CO}_2 + 4 \text{H}_2\text{O}$ \hspace{1cm} (3-3)
3.2. Mathematical Model

The equations used to represent the anode of the propane fuel cell were solved for an operating temperature of 150°C. The anode catalyst layer described in this work was composed of porous carbon black (surface area 255 m²/g), platinum catalyst, and zirconium phosphate. The volumetric fractions of the gas phase and the two solid phases were: \( \varepsilon_{\text{GAS}} = 0.6, \varepsilon_{\text{ZrP}} = 0.2, \) and \( \varepsilon_{\text{Pt/C}} = 0.2. \)

The anode catalyst layer contained a solid proton conductor, zirconium phosphate. There are two possible phases of zirconium phosphate. The \( \alpha \)-phase contains a single water of hydration molecule, Troup and Clearfield [20]. The \( \gamma \)-phase contains two hydrated water molecules, Poojary et al. [21]. Park et al. [22] have reported on their conductivity in composites of zirconium phosphate and polytetrafluoroethylene. The proton conductivity of the zirconium phosphate was obtained from the work of Silva et al. [23]. The proton diffusivity in zirconium phosphate was obtained from the work of Sang and Huang [24]. The anode catalyst layer was adjacent to an electrolyte composed of a porous polytetrafluoroethylene (PTFE) membrane, whose pores were filled with zirconium phosphate. Unlike the membrane electrolytes shown in Figure 3.1, the ZrP-PTFE membrane is capable of operating above 100°C. This has two advantages. First, rates of reaction improve as the temperature increases. A second advantage is being above the boiling point of water to ensure that no liquid phase water is present around the platinum.
catalyst particles. When there is a film of liquid water around catalyst reaction sites, the propane must first dissolve in the liquid phase water and then diffuse from the liquid water surface to the reaction sites on the catalyst. The solubility of propane in liquid water is small. Therefore when liquid phase water is present, the concentration driving force from the surface of the liquid water to the surface of the catalyst is very small. The earlier work by Psogogiannakis et al. [10] accounted for the liquid film of water around the catalyst particles using a modified flooded agglomerate model. That was the appropriate model for a PAFC. It would also be relevant to a direct propane PEMFC with water being fed to the anode at temperatures less than 100°C. In contrast at 150°C there will be no liquid water and no liquid film. Therefore the use of the flooded agglomerate model would be inappropriate. For our study, the entire pressure of the gas phase will be in direct contact with the reaction sites on the anode catalyst.

The mathematical equations used in the two-dimensional numerical model are shown in Table 3.2. Eq. (3-4) is a transient mass balance for Eq. (3-1). Because the ACL is essentially a packed bed, the pressure drop was described using the linear form of the Ergun equation, Eq. (3-5). Mass balances for each of the individual gas phase species, propane (P), water (W), and carbon dioxide (CO₂) accounted for convection, diffusion (Fick’s Law), and reaction, as shown in Eq. (3-6a) to Eq. (3-6c). The mass balance for protons that occurred in the electrolyte phase within the ACL accounted for diffusion, migration, and reaction as shown in Eq. (3-6d). The protons formed in the ACL are a charge carrier and they respond to Ohm’s law as is also shown in Eq. (3-7).

The electrochemical reaction was described using the Butler-Volmer equation, Eq. (3-8). The rate of production of protons per unit volume, (rProt)AN, in Eq. (3-8) was multiplied by the volume of the ACL to obtain the total reaction rate. When the thickness of the catalyst layer changed, the volume of the ACL also changed. Therefore the number of catalyst sites changed as the ACL volume changed and as the catalyst layer thickness changed. The reaction mechanism for the electrochemical conversion of propane contains many steps. As an example, the Bagotsky mechanism [7] used to describe the electrochemical conversion of methane, a simpler molecule, has at least 14 steps. More steps occur in propane conversion. For the methane conversion reaction, quantum mechanical computations by Psogogiannakis et al. [11] have shown that the
initial reaction, the dissociative chemisorption of methane is rate limiting. All steps in a reaction mechanism will proceed at the same rate as the rate limiting step. For the anodic electrochemical

<table>
<thead>
<tr>
<th>Table 3.2. List of equations for the Anode Catalyst Layer (ACL)</th>
<th>Eq. No.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>A) Conservation of Mass (equation of continuity)</strong></td>
<td>3-4</td>
</tr>
<tr>
<td>[ \frac{\partial (\varepsilon \rho)}{\partial t} = - \nabla \cdot (\varepsilon \rho \mathbf{u}) - MW_P \left( r_{Prot} \right)<em>{AN} \frac{n_c F}{n_c F} - 6MW_W \left( r</em>{Prot} \right)<em>{AN} / n_c F ] + 3MW</em>{CO2} \left( r_{Prot} \right)_{AN} / n_c F</td>
<td></td>
</tr>
<tr>
<td><strong>B) Conservation of Momentum (Ergun equation)</strong></td>
<td>3-5</td>
</tr>
<tr>
<td>[ - \nabla P = 150 \left[ \mu (1 - \varepsilon)^2 / D_p \varepsilon^3 \right] \mathbf{u} ]</td>
<td></td>
</tr>
<tr>
<td><strong>C) Conservation of Species</strong></td>
<td>3-6</td>
</tr>
<tr>
<td>i) gas phase:</td>
<td></td>
</tr>
<tr>
<td>[ \frac{\partial (\varepsilon \ c \ y_P)}{\partial t} = - \nabla \cdot (\varepsilon \ c \ u \ y_P) + \nabla \cdot (\varepsilon \ c \ D_{P-M} \nabla y_P) - \left( r_{Prot} \right)_{AN} / n_c F ] (a)</td>
<td></td>
</tr>
<tr>
<td>[ \frac{\partial (\varepsilon \ c \ y_W)}{\partial t} = - \nabla \cdot (\varepsilon \ c \ u \ y_W) + \nabla \cdot (\varepsilon \ c \ D_{W-M} \nabla y_W) - 6 \left( r_{Prot} \right)_{AN} / n_c F ] (b)</td>
<td></td>
</tr>
<tr>
<td>[ \frac{\partial (\varepsilon \ c \ y_{CO2})}{\partial t} = - \nabla \cdot (\varepsilon \ c \ u \ y_{CO2}) + \nabla \cdot (\varepsilon \ c \ D_{CO2-M} \nabla y_{CO2}) + 3 \left( r_{Prot} \right)_{AN} / n_c F ] (c)</td>
<td></td>
</tr>
<tr>
<td>The conservation equation for CO$_2$ does not need to be solved as CO$_2$ concentration can be calculated from the following equation:</td>
<td></td>
</tr>
<tr>
<td>[ y_{CO2} = 1 - y_P - y_W ]</td>
<td></td>
</tr>
<tr>
<td><strong>D) Conservation of Charge</strong></td>
<td>3-7</td>
</tr>
<tr>
<td>For ionic current:</td>
<td></td>
</tr>
<tr>
<td>[ \nabla \cdot (\sigma_{ZP}^{\text{EFF}} \nabla \Phi_{ZP}) = - \left( r_{Prot} \right)_{AN} ]</td>
<td></td>
</tr>
<tr>
<td><strong>E) Butler-Volmer equation</strong></td>
<td>3-8</td>
</tr>
<tr>
<td>[ \left( r_{Prot} \right)<em>{AN} = A</em>{av} \ j_0 \left[ \exp(\alpha_A \ F \eta / RT) - \exp(\alpha_C \ F \eta / RT) \right] ]</td>
<td></td>
</tr>
</tbody>
</table>

Note: $r_{Prot}$ in Chapter 3 is shown by $j$ in Chapters 4 and 5.
conversion of propane the reaction step that is used in the Butler Volmer equation, Eq. (3-9), involves the reaction of dissociated hydrogen radicals that are adsorbed on platinum, H(Pt), and proton vacancies in the zirconium phosphate phase (ZrP) to form protons in the zirconium phosphate phase, H⁺(ZrP) and electrons in the Pt/C phase, e⁻ (Pt/C):

\[
H(Pt) + (ZrP) = H^+(ZrP) + e^- (Pt/C)
\]

(3-9)

For this work the exchange current density, \( j_0 \), used in the Butler Volmer equation was \( 1 \times 10^{-4} \) A/m². That is the same value that was obtained by Psogiannakis et al. [10] from the data of Grubb and Michalske [12] and used in the earlier modeling of a propane PAFC [10]. Bockris et al. [25] measured almost the same value, \( 9 \times 10^{-5} \) A/m², specifically for the anodic oxidation of propane. The rate of reaction of gas phase propane to form adsorbed species on the platinum catalyst will be identical to every other step in the reaction mechanism including the rate limiting step and will have the same value as \( r_{Prot,AN} \), the reaction rate for proton formation in Eq. (3-9).

Figure 3.3 is a diagram showing the locations where the boundary conditions are specified. For the anode modeling being described here, the boundaries 1 to 6 around the ACL are pertinent. Boundary 1 is the interface between the feed gas phase and the ACL. Boundary 2 is a line within the ACL that defines the location at which 50% of the feed gas flows in one horizontal direction, \( z_1 \), and the other 50% flows in the opposite direction. It is a symmetry condition. Boundary 3 is the interface between the ACL and the electrolyte, ZrP-PTFE. Boundary 4 is a symmetry condition for the product gas at the exit of the ACL. Boundary 5 is the interface between the ACL and the product gas. Boundary 6 is the interface between the ACL and the land of the graphite bipolar plate. The values of the boundary conditions are shown in Table 3.3.
Table 3.3. List of boundary conditions for the Anode Catalyst Layer

<table>
<thead>
<tr>
<th>Equations</th>
<th>Eq. No.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Boundary (1) in Figure 3.3</strong></td>
<td>3-10</td>
</tr>
<tr>
<td>(\partial \Phi_{ACL} / \partial z_2 = 0) (v_{Z2} = 0.001) to (0.005) m/s (y_P = 0.07) (y_W = 0.93)</td>
<td></td>
</tr>
<tr>
<td>(\Phi_{ACL}): electric potential in the electrolyte phase of the ACL [V] (z_2): distance in the (z_2) direction [m] (v_{Z2}): velocity in the (z_2) direction [m/s] (y_P): inlet propane concentration [mol fraction] (y_W): inlet water concentration [mol fraction]</td>
<td></td>
</tr>
<tr>
<td><strong>Boundary (2) in Figure 3.3</strong></td>
<td>3-11</td>
</tr>
<tr>
<td>(v_{Z1} = 0) (\partial \Phi_{ACL} / \partial z_1 = 0)</td>
<td></td>
</tr>
<tr>
<td>(\partial y_P / \partial z_1 = 0) (\partial y_W / \partial z_1 = 0)</td>
<td></td>
</tr>
<tr>
<td>(v_{Z1}): velocity in the (z_1) direction [m/s] (z_1): distance in the (z_1) direction [m]</td>
<td></td>
</tr>
<tr>
<td><strong>Boundary (3) in Figure 3.3</strong></td>
<td>3-12</td>
</tr>
<tr>
<td>(v_{Z2} = 0) (\Phi_{ACL} = 0.1) to (0.5) V</td>
<td></td>
</tr>
<tr>
<td>(\partial y_P / \partial z_2 = 0) (\partial y_W / \partial z_2 = 0)</td>
<td></td>
</tr>
<tr>
<td><strong>Boundary (4) in Figure 3.3</strong></td>
<td>3-13</td>
</tr>
<tr>
<td>(v_{Z1} = 0) (\partial \Phi_{ACL} / \partial z_1 = 0)</td>
<td></td>
</tr>
<tr>
<td>(\partial y_P / \partial z_1 = 0) (\partial y_W / \partial z_1 = 0)</td>
<td></td>
</tr>
<tr>
<td><strong>Boundary (5) in Figure 3.3</strong></td>
<td>3-14</td>
</tr>
<tr>
<td>(P = 101.3) kPa (\partial \Phi_{ACL} / \partial z_2 = 0)</td>
<td></td>
</tr>
<tr>
<td>(\partial y_P / \partial z_2 = 0) (\partial y_W / \partial z_2 = 0)</td>
<td></td>
</tr>
<tr>
<td><strong>Boundary (6) in Figure 3.3</strong></td>
<td>3-15</td>
</tr>
<tr>
<td>(v_{Z2} = 0) (\Phi_{ACL} = 0.0) V</td>
<td></td>
</tr>
<tr>
<td>(\partial y_P / \partial z_2 = 0) (\partial y_W / \partial z_2 = 0)</td>
<td></td>
</tr>
</tbody>
</table>
3.3. Computational Method

The software used to solve the two-dimensional equations was FreeFEM++, developed by Hecht et al. [26]. It is open-source software that is based on the Finite Element Method (FEM). It uses arbitrary finite element (FE) spaces on unstructured bi-dimensional meshes. For their implementation in FreeFEM++, the partial differential equations, Eq. (3-4) to Eq. (3-8) and the boundary conditions Eq. (3-10) to Eq. (3-15) are rewritten into variational forms, using the Euler time-stepping scheme to discretize in time and the FEM to discretize in space. All variables are approximated by linear FE, except for the pressure which uses quadratic FE. The velocity field is calculated by differentiation of the pressure field. No numerical stabilization of any type was required to obtain nice numerical solutions on sufficiently fine meshes. Grid independence of the solution was achieved by computing solutions on successively refined meshes. The resulting nonlinear system is solved as a sequence of linear systems starting from Eqs. (3-8) and (3-7); then to the joint Eqs. (3-4) and (3-5); to finish with Eqs. (3-6). These equations were linearized in all nonlinear terms, by using dependent variables (density, concentrations, pressure, etc) at the previous time step. For instance, the overpotential $\eta$ in the nonlinear Butler-Volmer reaction rate (Eq. (3-8)) is evaluated at the previous time step while Eq. (3-7) involving this reaction rate is solved for the potential $\Phi_{ZrP}$ at the current time step. This strategy greatly reduced the complexity of a full nonlinear solution, such as with the Newton-Raphson method, at the expense of the several time steps required to reach a steady solution, or the smaller time steps needed to analyze transient fuel cell operation. A sufficient number of time steps must be made to reach the steady state solution of the fully coupled nonlinear system of equations. Convergence is achieved when the change in the average propane conversion from one time step to the next is five orders of magnitude less than the value of average propane conversion itself.

Because the time-stepping method is part of the numerical method, the model could be extended to simulate transient operations. The numerical values of the parameters used in the model are shown in Tables 3.4 and 3.5.
Table 3.4. Numerical values used in computation

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Anode catalyst face area per unit of reactor volume, ( A_{av} )</td>
<td>3.302 \times 10^7</td>
<td>m(^{-1})</td>
</tr>
<tr>
<td>Catalyst thickness</td>
<td>0.04 to 1</td>
<td>mm</td>
</tr>
<tr>
<td>Catalyst length</td>
<td>2 to 10</td>
<td>mm</td>
</tr>
<tr>
<td>Void fraction in the ACL, ( \varepsilon )</td>
<td>0.6</td>
<td>-</td>
</tr>
<tr>
<td>Electrolyte (ZrP) fraction in the ACL, ( \varepsilon_{ZrP} )</td>
<td>0.2</td>
<td>-</td>
</tr>
<tr>
<td>Metal catalyst (Pt) fraction in the ACL, ( \varepsilon_{Pt} )</td>
<td>0.2</td>
<td>-</td>
</tr>
<tr>
<td>Effective particle diameter, ( D_p )</td>
<td>5 \times 10^{-6}</td>
<td>M</td>
</tr>
<tr>
<td>Effective ionic conductivity in the electrolyte phase of the ACL [23], ( \sigma_{ZrP}^{EFF} )</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Diffusivity of proton in ZrP phase of ACL [24], ( D_{H^+} )</td>
<td>3 \times 10^{-12}</td>
<td>m(^2)/s</td>
</tr>
<tr>
<td>Exchange current density [25], ( j_0 )</td>
<td>9 \times 10^{-5}</td>
<td>A/m(^2)</td>
</tr>
<tr>
<td>Anodic and cathodic charge transfer coefficients [27], ( \alpha_A &amp; \alpha_C )</td>
<td>1.0</td>
<td>-</td>
</tr>
<tr>
<td>Mass density of propane (at 1 atm and 150(^\circ)C), ( \rho_p )</td>
<td>1.26</td>
<td>kg/m(^3)</td>
</tr>
<tr>
<td>Mass density of CO(<em>2) (at 1 atm and 150(^\circ)C), ( \rho</em>{CO_2} )</td>
<td>1.25</td>
<td>kg/m(^3)</td>
</tr>
<tr>
<td>Mass density of water (at 1 atm and 150(^\circ)C), ( \rho_w )</td>
<td>0.52</td>
<td>kg/m(^3)</td>
</tr>
</tbody>
</table>

3.4. Results and Discussion

Molecules in the gas phase must flow through the ACL until they arrive at a reaction site. The pressure drop along the length of the ACL when using interdigitated flow fields is much greater than the pressure drop across the much smaller thickness of the ACL when using serpentine flow fields. For our study, contour lines of constant pressure are shown in Figure 3.4. One half of the entrance channel is represented by the 0.5 mm space at the top left of the Figure 3.4. One half of the exit channel is represented by the 0.5 mm space at the top right of the Figure 3.4.

The large pressure drops in interdigitated flow fields are a negative attribute and have contributed to a disinterest in their use. That perception is correct for anode catalyst layers of conventional thickness, 40 \( \mu \text{m} \), (Case 1 in Table 3.6). However by increasing the anode catalyst thickness to 400 \( \mu \text{m} \), (Case 2 in Figure 3.3), the pressure drop from the entrance channel to the exit channel was 0.129 kPa.
Table 3.5. Correlation for binary diffusion coefficient [28]

\[ D_{ij} = 1.0 \times 10^{-9} T^{1.75} \left( \frac{1}{MW_i} + \frac{1}{MW_j} \right)^{1/2} / P \left[ (\sum v_i)^{1/3} + (\sum v_j)^{1/3} \right]^2 \]

\[ D_{i, \text{mixture}} = \frac{(1-y_i)}{\Sigma (\frac{y_j}{D_{ij}})} \text{, summation for } j, j \neq i \]

| MW_P | 44.1 g/gmol |
| MW_CO2 | 44.01 g/gmol |
| MW_W | 18.02 g/gmol |
| (\Sigma v)_P | 65.34 \times 10^{-3} \text{ m}^3/\text{kgatom} [20] |
| (\Sigma v)_CO2 | 26.90 \times 10^{-3} \text{ m}^3/\text{kgatom} [20] |
| (\Sigma v)_W | 12.70 \times 10^{-3} \text{ m}^3/\text{kgatom} [20] |

- \( D_{ij} \): diffusivity of component \( i \) in component \( j \) [m\(^2\)/s]
- \( D_{i, \text{mixture}} \): diffusivity of component \( i \) in mixture [m\(^2\)/s]
- \( \Sigma (v_k) \): sum of the atomic volumes for each of the \( k \) species [m\(^3\)/kgatom]
- \( MW_i \): molecular weight of species \( i \) [g/gmole]
- \( P \): total pressure [Pa]
- \( T \): temperature [K]
- \( y_i \): mole fraction of species \( i \) in the gas phase of ACL [-]

Figure 3.4. Contour lines of constant pressure in the anode catalyst layer for Case 2 in Table 3.6

It is worth mentioning that by increasing the catalyst thickness the amount of ZrP and Pt/C were increased. In all cases feed flow rate was kept constant.
Table 3.6. Summary of various cases

<table>
<thead>
<tr>
<th>Case No.</th>
<th>Channel + land width [mm]</th>
<th>Catalyst layer thickness</th>
<th>Half channel width [mm]</th>
<th>Pressure in – out P&lt;sub&gt;IN&lt;/sub&gt; – P&lt;sub&gt;OUT&lt;/sub&gt; [kPa]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2</td>
<td>40 µm</td>
<td>0.5</td>
<td>1.28</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>400 µm</td>
<td>0.5</td>
<td>0.129</td>
</tr>
<tr>
<td>9</td>
<td>2</td>
<td>1 mm</td>
<td>0.5</td>
<td>0.058</td>
</tr>
<tr>
<td>3</td>
<td>11</td>
<td>40 µm</td>
<td>0.5</td>
<td>7.85</td>
</tr>
<tr>
<td>4</td>
<td>11</td>
<td>400 µm</td>
<td>0.5</td>
<td>0.72</td>
</tr>
<tr>
<td>8</td>
<td>11</td>
<td>1 mm</td>
<td>0.5</td>
<td>0.23</td>
</tr>
</tbody>
</table>

Although these calculations were made for the anode catalyst layer, it is likely that the same effect might be found for the cathode catalyst layer. That suggests that a cathode catalyst layer thickness could be selected that did not require an excessive amount of parasitic power to operate the air blower.

The electrochemical portion of a fuel cell’s performance is indicated by its overpotential. Because the anode overpotentials with hydrocarbons are much larger than those for hydrogen, the performance of direct hydrocarbon fuel cells have been vastly inferior to that of hydrogen fuel cells. Our previous model of a direct propane PAFC [10] showed that the propane anode overpotential was greater than any of the other resistances including the cathode oxygen overpotential. Therefore any change that caused a decrease in the propane anode overpotential would also cause an improvement in fuel cell performance.

Figure 3.5 compares the propane anode overpotential calculated in this work with the previously calculated value for a DPFC having a phosphoric acid electrolyte. In the previous DPFC modeling work, a phosphoric acid electrolyte was chosen for two reasons. The experimental results with a phosphoric acid electrolyte were among the very best obtained in the literature for DPFCs. Second, hydrogen PAFCs are the type of fuel cells with the longest large-scale commercial history. The propane anode overpotential calculated in this work is approximately one-third less than that for the previous PAFC computation. The improvement is attributed to the absence of a film of liquid water around the catalyst site. While this improvement will permit
larger current densities for a given potential, the improvement is not nearly enough to be comparable to hydrogen fuel cells.

One of the important issues in direct hydrocarbon fuel cells is the utilization of the hydrocarbon feedstock. In principle, any unused fuel in the product streams of a hydrogen fuel cell could be used as a heat source for the reforming step needed to produce the hydrogen. There is no such readily available need for unused fuel from a direct hydrocarbon fuel cell. Therefore large values of fuel utilization, propane conversion in this case, are essential. Because the interdigitated flow-fields have the propane feed located in one set of channels and the carbon dioxide product in another set of channels, the feed and product did not mix in the channels so that the maximum propane feedstock was always present at the ACL entrance. Furthermore, the residence time could be chosen, by adjusting the distance between the feed channel and the product channels (width of land plus channel), to obtain large values of conversion and large values of fuel utilization.

![Graph](image)

Figure 3.5. Anode overpotential for a direct propane fuel cell operating at 150°C. Psolofgiannakis et al. [10] reported the dashed line for a platinum anode catalyst and an aqueous PAFC electrolyte. The solid line was generated in this work for a platinum anode catalyst and a zirconium phosphate electrolyte.
Figure 3.6 shows that large values of propane conversion can be obtained by increasing the fuel residence time in the ACL. The calculations are for an ACL with 10 mm land width and 1 mm thickness while it generates 140 mA/cm$^2$ current density. Longer residence times mean smaller flow-rates of feed gas per unit fuel cell size. For a given flow rate of feed gas, the size of the fuel cell equipment and the capital cost will increase as the flow-rate per unit size of fuel cell decreases.

The thickness of the anode catalyst layer was examined further. Figure 3.7 shows both the pressure gradient $dP/dL$ in the ACL and the anode overpotential as a function of the ACL thickness. The land length is 10 mm in all cases and overpotential is calculated at the middle of the ACL, i.e. 5mm from the entrance channel. As the thickness of the ACL increases its cross-sectional area for flow perpendicular to the thickness dimension also increases. Therefore the pressure gradient decreases as the ACL thickness increases.

Figure 3.6. Fractional conversion of propane in the anode of a direct hydrocarbon fuel cell versus residence time [s] in the anode catalyst layer at 140 mA/cm$^2$
The response of the propane anode overpotential was more complicated. As the ACL thickness increased from 40 to 400 μm the propane anode overpotential decreased. We attribute this result to the presence of a larger quantity of zirconium phosphate in the ACL. Although the ionic current density at the electrolyte interface will be the same for all values of ACL thickness, the number of protons at any cross-sectional position along the z₁ direction will decrease as the ACL thickness increases. Proton hopping between water molecules that are hydrated within the zirconium phosphate is generally accepted as the dominant mechanism for proton conduction. As the quantity of zirconium phosphate in the ACL increases, the quantity of hydrated water (in zirconium phosphate) available for hopping will also increase. That would be expected to decrease the resistance for proton conduction and therefore decrease the anode overpotential. For values of anode thickness, in Figure 3.7, greater than 400 μm the overpotential increased as the ACL thickness increased. This was attributed to the increase in path length that the protons must travel from the reaction site at which they are formed to the electrolyte.

Figure 3.7. Pressure gradient [kPa/mm] and anode overpotential [V] as a function of the thickness of the ACL (anode catalyst layer) [μm].
The electrical potential in the electrolyte phase within the anode catalyst layer is shown in Figure 3.8. Since the anode is the electrode where ionization of hydrogen atoms occurs, it has been assigned the potential of the hydrogen half-cell reaction, 0.0 V. The constant potential contours are located symmetrically in the anode catalyst layer.

![Figure 3.8. Electrical potential profile in the electrolyte phase of the anode catalyst layer](image)

3.5. Conclusion

The particular DPFC anode modeled in this work was shown to have improved performance compared to previous DPFC results (experimental and modeling). The model described here was for the same reaction (propane oxidation), with the same catalyst (platinum), and the same reaction parameters (same $j_0$ value at the same temperature) as for the previous model [10]. Different reaction conditions (100% gas phase at 150°C), different electrolyte (zirconium phosphate), and a different reactor configuration (interdigitated flow-fields and a thicker catalyst layer) were used. The observed one-third decrease in the anode overpotential was attributed primarily to the absence of aqueous liquids at the 150°C operating temperature. A necessary requirement for this achievement was the acceptable proton conductivity of the zirconium phosphate electrolyte at 150°C. A large fuel-utilization (in excess of 95% propane conversion) was obtained. One factor was the use of interdigitated flow-fields that prevented the carbon dioxide product from diluting the propane concentration at the inlet to the ACL. The other factor was the adjustment of the propane residence time in the ACL. A small pressure drop along the length of the ACL was achieved by increasing the thickness of the ACL (and thereby increasing the cross-sectional area for gas flow). The other benefit of increased catalyst thickness was that the same amount of catalyst was spread more thinly over a larger surface area, thereby creating additional catalyst sites.
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3.7. Nomenclature

\( A_{av} \): anode catalyst face surface area per unit of reactor volume, [m\(^{-1}\)]
\( c \): total concentration of the gas mixture [g/mole/m\(^3\)]
\( c_{H^+} \): concentration of proton in the electrolyte phase of ACL [g/mole/m\(^3\)]
\( D_p \): effective particle diameter [m]
\( D_{ij} \): diffusivity of component i in component j [m\(^2\)/s]
\( D_{i,mixture} \): diffusivity of component i in mixture [m\(^2\)/s]
\( D_{P,M} \): diffusivity of propane in the gas mixture [m\(^2\)/s]
\( D_{CO2,M} \): diffusivity of CO2 in the gas mixture [m\(^2\)/s]
\( D_{W,M} \): diffusivity of water in the gas mixture [m\(^2\)/s]
\( D_{H^+,ZrP} \): diffusivity of proton in ZrP phase of ACL [m\(^2\)/s]
\( F \): Faraday’s constant, 96485 [Coulombs/mol charge]
\( j_0 \): exchange current density [A/m\(^2\)]
\( MW_i \): molecular weight of species i [g/gmole]
\( n_c \): moles of charges per mole of species involved in the overall reaction [mol charge/mol species]
\( P \): total pressure [Pa]
\( (r_{Prot})_{AN} \): rate of production of protons in the anode per unit volume [A/m\(^3\)]
\( R \): universal gas constant [J/(mol K)]
\( T \): temperature [K]
\( t \): time [s]
\( u \): velocity of gas mixture [m/s]
\( y_i \): mole fraction of species i in the gas phase of ACL [-]

Greek letters:
\( \alpha_A \) and \( \alpha_C \): anodic and cathodic charge transfer coefficients,
\( \eta \): overpotential at the anode [Volt]
\( \varepsilon \): void fraction in the ACL
\( \varepsilon_{\text{ZrP}} \): ZrP fraction in the ACL
\( \rho \): mass density of gas mixture [kg/m\(^3\)]
\( \rho_k \): mass density of species k [kg/m\(^3\)]
\( \mu \): dynamic viscosity of gas mixture [kg/m.s]
\( \sigma_{\text{ZrP}}^{\text{EFF}} \): effective ionic conductivity in the electrolyte phase of the ACL [S/m]
\( \Phi_{\text{ZrP}} \): electrical potential in the electrolyte phase of the ACL [Volt]
\( \Sigma(v_k) \): sum of the atomic volumes for each of the k species [m\(^3\)/kgatom]

**Subscripts and Superscripts:**
- A: anode
- C: cathode
- CO\(_2\): carbon dioxide
- EFF: effective
- i: species
- P: propane
- W: water

**Abbreviations:**
- ACL: anode catalyst layer
- DPFC: direct propane fuel cell
- FEM: finite element method
- PAFC: phosphoric acid fuel cells
- PEM: polymer electrolyte membrane or proton exchange membrane
- PEMFC: polymer electrolyte membrane or proton exchange membrane fuel cell
- PTFE: polytetrafluoroethylene
- ZrP: zirconium phosphate
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CHAPTER 4

COMPUTATIONAL MODELING OF A DIRECT PROPAANE FUEL CELL

H. Khakdaman, Y. Bourgault, M. Ternan

ABSTRACT

The first two dimensional mathematical model of a complete direct propane fuel cell (DPFC) is described. The governing equations were solved using FreeFEM++ software that uses finite element methods. Robin boundary conditions were used to couple the anode, membrane, and cathode sub-domains successfully. The model showed that a polytetrafluoroethylene (PTFE) membrane having its pores filled with zirconium phosphate (ZrP-PTFE), in a DPFC at 150°C performed much the same as other electrolytes: Nafion, aqueous H₃PO₄, and H₂SO₄ doped polybenzimidazole, when they were used in DPFCs. One advantage of ZrP-PTFE at 150°C is that it operates without liquid phase water. As a result corrosion will be much less severe and it may be possible for non-precious metal catalysts to be used. Computational results showed that the thickness of the catalyst layer could be increased sufficiently so that the pressure drop between the reactant and product channels of the interdigitated flow fields is small. By increasing the width of the land and therefore the reactant’s contact time with the catalyst it was possible to approach 100% propane conversion. Therefore fuel cell operation with a minimum concentration of propane in the product stream should be possible. Finally, computations of the electrical potential in the ZrP phase, the electron flux in the Pt/C phase, and the overpotential in both the anode and cathode catalyst layers showed that serious errors in the model occurred because proton diffusion, caused by the proton concentration gradient, was neglected in the equation for the conservation of protons.

1 This paper was published in Journal of Power Sources 196, 2011, 3186–3194
4.1. Introduction

Several advantages are obtained when hydrocarbons are the fuel used directly at the anode of a fuel cell. The capital cost for processing equipment needed to produce hydrogen or methanol can be eliminated. The infrastructure to deliver hydrocarbons is already in place (natural gas pipelines in urban areas and commercial trucking systems for delivery of LPG and diesel fuel in rural areas). A substantial additional capital cost for delivery systems would be required if hydrogen and/or methanol were to become equally accessible. Furthermore, the conversion energy inefficiencies (e.g. endothermic heat required for steam reforming) are eliminated. Storage of liquid hydrocarbons is also much more energy efficient and convenient than that of hydrogen.

Although hydrocarbons have many advantages they also have one major disadvantage compared to hydrogen or methanol. Hydrocarbon reaction rates (current densities) in fuel cells are more than one order of magnitude slower than those of hydrogen or methanol.

Extensive fuel cell research using hydrocarbons as the fuel was performed in the 1959–1968 period. That work has been summarized in three reviews, Liebhafsky and Cairns [1], Bockris and Srinivasan [2], and Cairns [3]. Different hydrocarbons such as normal paraffins (methane to n-hexadecane), olefins (ethylene, propylene and 1-butene), gasoline and diesel have been investigated as the fuel cell feed. An overview [1] of work during the 1959–1968 period shows that: (1) normal alkanes have been the most frequently used fuels; (2) most electrolytes were aqueous acids; (3) platinum has been the favourite electrocatalyst; and (4) cell potentials have been low, which is a serious drawback.

Work in our laboratory is directed toward improving the viability of direct hydrocarbon fuel cells by combining several strategies:

1- The first is the selection of a membrane that is capable of operation at a temperature of at least 150°C to ensure that no water is present in the liquid phase. The membrane is composed of two components, a porous polytetrafluoroethylene (PTFE) that contains zirconium phosphate (ZrP) in its pores. It was chosen for this research because it has demonstrated reasonable performance when operated at a 120°C in a hydrogen fuel cell
In the absence of liquid water, corrosion problems are expected to decrease dramatically and it may be possible to replace precious metal catalysts with less expensive ones. The model described here uses Pt/C catalysts for both anode and cathode because reaction rate data were available in the literature. If the ZrP-PTFE membrane investigated here is shown to be suitable, then a future search for non-precious metal catalysts may be appropriate.

2- The use of interdigitated flow fields has at least two desirable features [5, 6]. First, the partial pressure of the reactants all along the feedstock channels can be maintained constant at their values in the feedstock. In the more common serpentine flow-fields, reactants are diluted by the products that enter the same channel. Therefore, the partial pressures of the reactants decrease as reaction proceeds and more products are produced. Second, the width of the catalyst layer can be increased thereby increasing the reactor length and the residence time in contact with the catalyst. In principle, the conversion could approach 100%, thereby minimizing the concentration of un-reacted hydrocarbons in the product stream.

This work describes the first two-dimensional model of a complete direct propane fuel cell (DPFC). Both anode and catalyst layers contain two solid phases, a Pt/C phase that conducts electrons and a ZrP phase that conducts protons. The ZrP-PTFE membrane conducts protons through the ZrP that fills the pores. There are no other components in the membrane layer. The following reactions proceed in a DPFC assuming complete propane conversion. The electrical potential values shown are the standard reversible electrochemical potentials at 25°C:

\[
\begin{align*}
\text{Anode reaction:} & \quad \text{C}_3\text{H}_8 + 6 \text{H}_2\text{O} & \rightarrow 3 \text{CO}_2 + 20 \text{H}^+ + 20 \text{e}^- & \quad \phi_{AN} = 0.136 \text{ V} \\
\text{Cathode reaction:} & \quad 5 \text{O}_2 + 20 \text{H}^+ + 20 \text{e}^- & \rightarrow 10 \text{H}_2\text{O} & \quad \phi_{CA} = 1.229 \text{ V} \\
\text{Overall reaction:} & \quad \text{C}_3\text{H}_8 + 5 \text{O}_2 & \rightarrow 3 \text{CO}_2 + 4 \text{H}_2\text{O} & \quad \Delta\phi_{\text{CELL}} = 1.093 \text{ V}
\end{align*}
\]

The generation of electrical energy in rural areas is our target application for DPFCs. The cost of delivering electrical energy to rural areas is substantially greater than to urban areas, because longer transmission lines are required to serve a comparatively small number of customers.
Therefore more costly fuel cells can be justified for rural areas than for urban areas. In addition, the infrastructure to deliver liquefied petroleum gas (LPG) or propane to rural areas already exists, because LPG is one of the fuels used for heating in rural areas.

4.2. Model Development

A schematic of a typical DPFC is illustrated in Figure 4.1. The cell is composed of two bi-polar plates, two catalyst layers and a membrane layer. The cathode bi-polar plate in Figure 4.1 shows two sets of channels, one for reactants and one for products that are connected to each other through the catalyst layer. The catalyst layers can be thicker when using interdigitated flow fields than when using serpentine flow fields. Thicker catalyst layers make it possible to have a better dispersion of catalyst (more reaction sites).

A cross sectional view of the cell is shown in Figure 4.2. Because of the symmetry of the interdigitated flow field, the modeling domain is defined to be from the middle of a feed channel to the middle of its adjacent product channel. It contains the membrane electrode assembly (MEA) including both the anode and cathode catalyst layers and the membrane layer.

4.2.1. Governing equations

Anode and cathode catalyst layers are composed of three phases: reactants and products in the gas phase, solid ZrP electrolyte, and solid catalyst (Pt/C). The membrane layer also contains solid ZrP as well as PTFE. Because different variables in different phases are of interest, a multi-fluid volume averaging method has been used [8]. In this method, spatial averaging is performed for each single phase within a multiphase control volume. Also, the extensive phase-averaged quantities are related to the intensive phase-averaged amounts and phase fractions. For example, the phase-averaged density for the gas phase in a control volume can be calculated by multiplying the gas phase density by its volume fraction in the control volume, as written in Eq. (4-1)

\[ \rho_{G, av} = \epsilon_G \times \rho_G \]  (4-1)
Therefore, phase-averaged quantities were used in the governing equations for the solid and gas phases. Conservation of mass, momentum, and species for the gas phases in the anode and cathode are shown in Tables 4.1 and 4.2 respectively. These tables also include equations for the conservation of protons in the ZrP solid phase in each of the layers. The conservation of protons is the only equation that has to be solved for the membrane layer. Because of the relatively large electron conductivity of the Pt/C solid catalyst (the electron conducting phase), conservation of
electrons in the Pt/C phase was not considered. Instead it is assumed that the electrical potential in the Pt/C phase was constant.

Table 4.1. List of equations for the anode

<table>
<thead>
<tr>
<th>Equations</th>
<th>Eq. No.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Conservation of mass:</strong></td>
<td></td>
</tr>
<tr>
<td>[ \partial \left( \varepsilon_G \rho_G \right) / \partial t = - \nabla \cdot (\varepsilon_G \rho_G \mathbf{u}) - \text{MW}<em>{C3} j_A/zF - 6\text{MW}</em>{H2O} j_A/zF + 3\text{MW}_{CO2} j_A/zF ]</td>
<td>(4-2)</td>
</tr>
<tr>
<td><strong>Conservation of momentum:</strong></td>
<td></td>
</tr>
<tr>
<td>[ - \nabla P = 150 \left[ \mu_G (1 - \varepsilon_G)^2 / D_p^2 \varepsilon_G^3 \right] \mathbf{u} ]</td>
<td>(4-3)</td>
</tr>
<tr>
<td><strong>Conservation of non-charged species:</strong></td>
<td></td>
</tr>
<tr>
<td><strong>Gas phase:</strong></td>
<td></td>
</tr>
<tr>
<td>[ \partial (\varepsilon_G c_y C3) / \partial t = - \nabla \cdot (\varepsilon_G c_y u) - \nabla \cdot (J_{C3}) - j_A / zF ]</td>
<td>(4-4)</td>
</tr>
<tr>
<td>[ \partial (\varepsilon_G c_y H2O) / \partial t = - \nabla \cdot (\varepsilon_G c_y u) - \nabla \cdot (J_{H2O}) - 6 j_A / zF ]</td>
<td>(4-5)</td>
</tr>
<tr>
<td><strong>Conservation of charge:</strong></td>
<td></td>
</tr>
<tr>
<td><strong>For ionic current:</strong></td>
<td></td>
</tr>
<tr>
<td>[ \nabla \cdot (\varepsilon_{ELY} \sigma_{ELY} \nabla \Phi_{ELY,A}) = - j_A ]</td>
<td>(4-6)</td>
</tr>
<tr>
<td><strong>Butler-Volmer equation:</strong></td>
<td></td>
</tr>
<tr>
<td>[ j_A = j_{0,A} \text{Pt} \left{ \exp \left( \alpha_A F \eta_A / RT \right) - \exp \left( - \alpha_C F \eta_A / RT \right) \right} ]</td>
<td>(4-7)</td>
</tr>
<tr>
<td>where, [ j_{0,A} = j_{0-ref,C3Ox} \left( p_{C3} / p_{C3,ref} \right) \exp \left[ \left( \Delta G_{C3Ox}^\parallel / R \right)(1/T_{ref} - 1/T) \right] ]</td>
<td>(4-8)</td>
</tr>
<tr>
<td>[ \eta_A = \Delta \Phi_A - \Delta \Phi_{EQ,A} = \left( \Phi_{Pt,A} - \Phi_{ELY,A} \right) - \left( \Phi_{Pt-EQ,A} - \Phi_{ELY-EQ} \right) ]</td>
<td>(4-9)</td>
</tr>
</tbody>
</table>

Note: \( j \) in Chapters 4 and 5 were shown by \( r_{Prot} \) in Chapter 3.
The linear form of the Ergun equation has been used to describe momentum conservation because the catalyst layers are essentially packed beds. Conservation of non-charged species in the gas phase accounts for diffusion, convection and reaction phenomena. The consumption rate of the reactant species, $S_i$, is related to the volumetric current density, $j$, through Faraday’s law:

$$S_i = -v_i j / z F$$ (4-18)

with $j$ given by the Butler-Volmer equation:

$$j = j_0 A_{Pt} [\exp(\alpha_A F \eta / RT) - \exp(-\alpha_C F \eta / RT)]$$ (4-19)
Where \( j_0 \), the exchange current density, is a function of the reference exchange current density, \( j_{0\text{-ref}} \), and operating temperature and pressure. The reference exchange current density for propane oxidation on platinum has been reported in the literature [9]. In order to calculate the exchange current density at different temperatures the Arrhenius-type expression suggested by Psogogiannakis et al. [10] was used:

\[
    j_0 = j_{0\text{-ref}} \exp \left[ \frac{\Delta G^\ddagger}{R} \left( \frac{1}{T_{\text{ref}}} - \frac{1}{T} \right) \right]    \tag{4-20}
\]

The parameters required to calculate \( j_0 \) for propane oxidation at the anode and oxygen reduction at the cathode are reported in Table 4.3. The final expressions for the exchange current densities at the anode and cathode are shown in Eqs. (4-8) and (4-16), respectively.

<table>
<thead>
<tr>
<th>Table 4.3. Parameters for Eq. (4-4) [10]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Parameter</td>
</tr>
<tr>
<td>-----------</td>
</tr>
<tr>
<td>( T_{\text{ref}} ) (K)</td>
</tr>
<tr>
<td>( P_{\text{ref}} ) (kPa)</td>
</tr>
<tr>
<td>( j_{0\text{-ref}} ) (A cm(^{-2}) Pt)</td>
</tr>
<tr>
<td>( \Delta G^\ddagger ) (kJ mol(^{-1}))</td>
</tr>
</tbody>
</table>

Three mechanisms, diffusion, migration, and convection, are involved in the transport of protons through the electrolyte phase as shown by Nernst-Planck equation [11]:

\[
    \mathbf{N}_{i,\text{ELY}} = -z_i \mathbf{u} F \mathbf{c}_{i,\text{ELY}} \nabla \Phi_{\text{ELY}} - D_i \nabla \mathbf{c}_{i,\text{ELY}} + \mathbf{c}_{i,\text{ELY}} \mathbf{u}_{\text{ELY}}    \tag{4-21}
\]

The first term in Eq. (4-21) describes the migration of protons for which the driving force is the electrical potential gradient. The second term describes the diffusive flux of protons for which the driving force is the concentration gradient (related to the chemical potential gradient). The final term describes the convective flux of protons that is caused by the bulk motion of the solvent. For the stationary membrane of the present system, \( \mathbf{u}_{\text{ELY}} = 0 \). Some of the more rigorous models have included both migration and diffusion terms [12-14]. However, the majority of
PEM fuel cell models neglect the concentration gradient and therefore the diffusion term [15-17]. In other words the majority of PEM fuel cell models combine migration and diffusion into a single term for which the driving force is the electrical potential gradient. This work also ignored the concentration gradient and described proton flux as a single term for which the electrical potential gradient was the driving force. That choice had some undesirable consequences that will be discussed in a subsequent section of this communication.

Movement of charged species in the ZrP electrolyte phase produces current that can be quantified by Eq. (4-22): [18]

\[ \mathbf{j} = F \sum_i z_i \mathbf{N}_{i, \text{ELY}} \]  

(4-22)

Substitution of Eq. (4-21) in Eq. (4-22) for a stationary membrane in the absence of a concentration gradient results in:

\[ \mathbf{j} = -\sigma_{\text{ELY}} \nabla \Phi_{\text{ELY}} \]  

(4-23)

where

\[ \sigma_{\text{ELY}} = F^2 \sum_i z_i^2 u_i c_{i, \text{ELY}} \]  

(4-24)

is the conductivity of the ZrP electrolyte.

Electro-neutrality of the entire domain can be expressed by Eq. (4-25):

\[ \sum_i \nabla \cdot \mathbf{j}_i = 0 \]  

(4-25)

As the charged species are electrons and protons, Eq. (4-25) at any location in the domain can be written as:

\[ \nabla \cdot \mathbf{j}_{H^+} = -\nabla \cdot \mathbf{j}_e = \mathbf{j} \]  

(4-26)
where \( j \) is the rate of reaction (volumetric current density) given by the Butler-Volmer equation. Therefore, an equation for the conservation of protons in the absence of electrochemical reactions, which is the situation in the membrane layer, can be written as:

\[
\nabla \cdot (\sigma_{ELY} \nabla \Phi_{ELY, ML}) = 0
\]

(4-27)

The combination of Eqs. (4-23) and (4-26) is shown for the anode as Eq. (4-6) and for the cathode as Eq. (4-14).

4.2.2. Boundary conditions

Figure 4.3 shows the four types of boundary conditions that were used to model the domain; inlets, outlets, walls of the lands, and symmetry boundaries. Table 4.4 shows the values for the boundary conditions. The Ergun equation was solved using the boundary condition values in Table 4.4 for the velocities at the inlets (calculated from inlet flow rates) and the atmospheric pressure boundary condition at the outlets. At the interface between the catalyst layers and lands, (referred to as the wall), the flux of gaseous species is zero. That is also true for the proton flux because protons are not transferred from the catalyst layers to the lands. Instead, a potential difference is set between lands for electrons. The zero flux condition has been applied at the symmetry boundaries, assuming the fuel cell repeats by reflection through these boundaries at the left and right of the computational domain. This reflection is a natural assumption for interdigitated channels.
Table 4.4. List of boundary conditions for the modeling domain

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$u_y = 0.001 - 0.005 \text{ m s}^{-1}$</td>
<td>$P = 101.3 \text{ kPa}$</td>
<td>$u_y = 0.001 - 0.005 \text{ m s}^{-1}$</td>
<td>$P = 101.3 \text{ kPa}$</td>
<td>$u_y = 0$</td>
<td>$u_y = 0$</td>
<td>$u_x = 0$</td>
<td>$\varepsilon_{\text{ELY}, A} \sigma_{\text{ELY}, A} (\partial \Phi_{\text{ELY}, A} / \partial y) = \sigma_{\text{ML}} (\partial \Phi_{\text{ML}} / \partial y)$</td>
<td>$\sigma_{\text{ML}} (\partial \Phi_{\text{ML}} / \partial y) = \varepsilon_{\text{ELY}, C} \sigma_{\text{ELY}, C} (\partial \Phi_{\text{ELY}, C} / \partial y)$</td>
</tr>
<tr>
<td></td>
<td>$\partial \Phi_{\text{ELY}} / \partial y = 0$</td>
<td>$\partial \Phi_{\text{ELY}} / \partial y = 0$</td>
<td>$\partial \Phi_{\text{ELY}} / \partial y = 0$</td>
<td>$\partial \Phi_{\text{ELY}} / \partial y = 0$</td>
<td>$\partial \Phi_{\text{ELY}} / \partial y = 0$</td>
<td>$\partial \Phi_{\text{ELY}} / \partial y = 0$</td>
<td>$\partial \Phi_{\text{ELY}} / \partial x = 0$</td>
<td>$\Phi_{\text{ELY}, A} = \Phi_{\text{ML}}$</td>
<td>$\Phi_{\text{ELY}, C} = \Phi_{\text{ML}}$</td>
</tr>
<tr>
<td></td>
<td>$y_{C3} = 0.10$</td>
<td>$\partial y_{C3} / \partial y = 0$</td>
<td>$y_{C3} = 0.10$</td>
<td>$\partial y_{C3} / \partial y = 0$</td>
<td>$y_{C3} / \partial y = 0$</td>
<td>$\partial y_{C3} / \partial y = 0$</td>
<td>$\partial y_{C3} / \partial x = 0$</td>
<td>$\sigma_{\text{ELY}, A} (\partial \Phi_{\text{ELY}, A} / \partial y) = \sigma_{\text{ML}} (\partial \Phi_{\text{ML}} / \partial y)$</td>
<td>$\sigma_{\text{ML}} (\partial \Phi_{\text{ML}} / \partial y) = \varepsilon_{\text{ELY}, C} \sigma_{\text{ELY}, C} (\partial \Phi_{\text{ELY}, C} / \partial y)$</td>
</tr>
<tr>
<td></td>
<td>$y_{H2O} = 0.90$</td>
<td>$\partial y_{H2O} / \partial y = 0$</td>
<td>$y_{H2O} = 0.90$</td>
<td>$\partial y_{H2O} / \partial y = 0$</td>
<td>$y_{H2O} = 0.90$</td>
<td>$\partial y_{H2O} / \partial y = 0$</td>
<td>$\partial y_{H2O} / \partial x = 0$</td>
<td>$\Phi_{\text{Pt}} = 0.15 - 0.50 \text{ V}$</td>
<td>$\Phi_{\text{Pt}} = 0.9 - 1.2 \text{ V}$</td>
</tr>
<tr>
<td></td>
<td>$\partial \Phi_{\text{ELY}} / \partial x = 0$</td>
<td>$\partial \Phi_{\text{ELY}} / \partial x = 0$</td>
<td>$\partial \Phi_{\text{ELY}} / \partial x = 0$</td>
<td>$\partial \Phi_{\text{ELY}} / \partial x = 0$</td>
<td>$\partial \Phi_{\text{ELY}} / \partial x = 0$</td>
<td>$\partial \Phi_{\text{ELY}} / \partial x = 0$</td>
<td>$\partial \Phi_{\text{ELY}} / \partial x = 0$</td>
<td>$\Phi_{\text{Pt}} = 0.15 - 0.50 \text{ V}$</td>
<td>$\Phi_{\text{Pt}} = 0.9 - 1.2 \text{ V}$</td>
</tr>
<tr>
<td></td>
<td>$\sigma_{\text{ELY}, A} (\partial \Phi_{\text{ELY}, A} / \partial y) = \sigma_{\text{ML}} (\partial \Phi_{\text{ML}} / \partial y)$</td>
<td>$\sigma_{\text{ELY}, C} (\partial \Phi_{\text{ELY}, C} / \partial y)$</td>
<td>$\sigma_{\text{ELY}, A} (\partial \Phi_{\text{ELY}, A} / \partial y) = \sigma_{\text{ML}} (\partial \Phi_{\text{ML}} / \partial y)$</td>
<td>$\sigma_{\text{ELY}, C} (\partial \Phi_{\text{ELY}, C} / \partial y)$</td>
<td>$\sigma_{\text{ELY}, A} (\partial \Phi_{\text{ELY}, A} / \partial y) = \sigma_{\text{ML}} (\partial \Phi_{\text{ML}} / \partial y)$</td>
<td>$\sigma_{\text{ELY}, C} (\partial \Phi_{\text{ELY}, C} / \partial y)$</td>
<td>$\sigma_{\text{ELY}, A} (\partial \Phi_{\text{ELY}, A} / \partial y) = \sigma_{\text{ML}} (\partial \Phi_{\text{ML}} / \partial y)$</td>
<td>$\sigma_{\text{ELY}, C} (\partial \Phi_{\text{ELY}, C} / \partial y)$</td>
<td>$\sigma_{\text{ELY}, A} (\partial \Phi_{\text{ELY}, A} / \partial y) = \sigma_{\text{ML}} (\partial \Phi_{\text{ML}} / \partial y)$</td>
</tr>
</tbody>
</table>

The feed composition is known at the inlet of the catalyst layers. It is assumed that no change in the composition of gaseous species will occur after the gas mixture leaves the catalyst bed. Therefore, the gradient of the composition is zero in the direction normal to the catalyst surface at the outlet boundaries. Also, the electrical current is zero in the normal direction of the inlet and outlet boundaries, both for protons and electrons.
4.2.3. Model input parameters

The parameters used for the simulations are shown in Table 4.5. To calculate platinum surface area per catalyst volume, $A_{Pt}$, that is used in the Butler-Volmer equation it is assumed that a fraction, $f_{Pt/CAT}$, of catalyst support surface area, $A_{CAT}$, is covered by platinum. Therefore $A_{Pt}$ can be calculated using Eq (4-28):

$$A_{Pt} = f_{Pt/CAT} \times A_{CAT} \times \rho_{CAT}$$  \hspace{1cm} (4-28)

<table>
<thead>
<tr>
<th>Property</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Temperature, $T$</td>
<td>423 K</td>
</tr>
<tr>
<td>Pressure, $P$</td>
<td>101.3 k Pa</td>
</tr>
<tr>
<td>Charge transfer coefficients, $\alpha_A$ and $\alpha_C$</td>
<td>1.0 [10]</td>
</tr>
<tr>
<td>Electrolyte ionic conductivity for ZrP-PTFE, $\sigma_{ELY}$</td>
<td>5.0 S m$^{-1}$</td>
</tr>
<tr>
<td>Equilibrium potential of conductor phase at the anode, $\Phi_{Pt-EQ,A}$</td>
<td>0.136 V [1]</td>
</tr>
<tr>
<td>Equilibrium potential of conductor phase at the cathode, $\Phi_{Pt-EQ,C}$</td>
<td>1.229 V</td>
</tr>
<tr>
<td>Equilibrium potential of electrolyte phase, $\Phi_{ELY-EQ}$</td>
<td>0.136 V</td>
</tr>
<tr>
<td>Apparent bulk density of catalyst support, $\rho_{CAT}$</td>
<td>0.259 g catalyst mL$^{-1}$ catalyst</td>
</tr>
<tr>
<td>Specific surface area of catalyst support in the anode and cathode, $A_{CAT}$</td>
<td>255 m$^2$ catalyst g$^{-1}$ catalyst</td>
</tr>
<tr>
<td>Gas phase volume fraction in anode and cathode, $\varepsilon_G$</td>
<td>0.5</td>
</tr>
<tr>
<td>Electrolyte phase volume fraction in anode and cathode, $\varepsilon_{ELY}$</td>
<td>0.4</td>
</tr>
<tr>
<td>Effective particle diameter in anode and cathode, $D_p$</td>
<td>5 $\mu$m</td>
</tr>
<tr>
<td>Land width, $L_W$</td>
<td>1– 6 mm</td>
</tr>
<tr>
<td>Anode and cathode thickness, $Th_A$, $Th_C$</td>
<td>200 – 400 $\mu$m</td>
</tr>
<tr>
<td>Membrane thickness, $Th_M$</td>
<td>100 $\mu$m</td>
</tr>
<tr>
<td>Fluid channels width in bi-polar plates</td>
<td>0.4 mm</td>
</tr>
</tbody>
</table>
4.2.4. Numerical procedure
The software used to solve the two-dimensional partial differential equations is FreeFEM++, which was developed by Hecht et al. [19]. It is open-source software based on the Finite Element Method which is capable of handling multi-variable, multi-equation, two and three-dimensional systems and steady state or time dependent problems. In addition, the results calculated using FreeFEM++, can be easily exported to ParaView software [20] for post-processing. ParaView is open-source software used for visualization that is quite powerful.

The partial differential equations and the required boundary conditions discussed in sections 4.2.1 and 4.2.2 respectively are rewritten into variational form, and discretized by the Finite Element Method in space. The Euler time stepping method is used to discretize the equations in time with all nonlinear reaction terms taken explicitly and linearized differential terms taken implicitly to increase stability. The partial differential equations are solved one after another in a decoupled fashion. Time steps are performed until a steady-state solution of the fully coupled system of nonlinear equations is reached, usually of the order of a few hundred time-steps. Grid independence of the solution was achieved by computing solutions on sufficiently refined meshes.

A special method was required to couple the solutions on all the layers. One of the main difficulties is the solution of the potential equations for protons over the three layers while matching potentials and fluxes of protons at the membrane-catalyst layer interfaces. Moreover, proton fluxes are zero at the exterior boundary of the whole computational domain suggesting that the rate of proton production in the anode is equal to the rate of proton consumption in the cathode. In an attempt to couple the anode with the membrane, and the membrane with the cathode, the anode and the cathode are coupled together as well. A domain decomposition method with Robin boundary conditions on the potential has been employed successfully to solve the potential equations in the anode, membrane and cathode. In the Robin method, linear combinations of the unknown potentials and their fluxes are used as boundary conditions. For example, Eqs. (4-29) and (4-30) are used as boundary conditions at the anode/membrane interface to solve potential equations in the anode and membrane domains:
\[ \varepsilon_{\text{ELY}, A} \sigma_{\text{ELY}, A} \left( \frac{\partial \Phi_{\text{ELY}, A}}{\partial y} \right) + \alpha_1 \Phi_{\text{ELY}, A} = \sigma_{\text{ML}} \left( \frac{\partial \Phi_{\text{ML}}}{\partial y} \right) + \alpha_1 \Phi_{\text{ML}} \]  
(4-29)

\[ - \sigma_{\text{ML}} \left( \frac{\partial \Phi_{\text{ML}}}{\partial y} \right) + \alpha_2 \Phi_{\text{ML}} = - \varepsilon_{\text{ELY}, A} \sigma_{\text{ELY}, A} \left( \frac{\partial \Phi_{\text{ELY}, A}}{\partial y} \right) + \alpha_2 \Phi_{\text{ELY}, A} \]  
(4-30)

where \( \alpha_1 \) and \( \alpha_2 \) are relaxing parameters which will be eliminated by adding or subtracting equations (4-29) and (4-30). Therefore, the values of these parameters are not physically meaningful. However, in order to enhance the numerical calculations, \( \alpha_1 \) and \( \alpha_2 \) are considered as the inverse of the anode and membrane volume respectively.

The layers were solved sequentially, with a single iteration of the coupling method at each time step. A Newton method was used to force equal proton production/consumption rates at the anode and cathode.

### 4.2.5. Model Validation

The model predicts the performance of a DPFC having interdigitated flow fields and a solid ZrP-PTFE electrolyte operating at temperatures of at least 150°C. In order to validate the model, two sets of published experimental data have been chosen for comparison purposes. Savadogo and Varela [21] reported polarization curves for DPFCs with several modified solid electrolytes operating at low temperatures. Grubb and Michalske [9] presented polarization curve data for DPFCs using phosphoric acid as the electrolyte operating at temperatures as high as 200°C.

Figure 4.4 compares the modeling results with the experimental data. Graph (a) in Figure 4.4 shows the performance of a DPFC with a non-modified Nafion 117 solid electrolyte. Although Nafion has a proton conductivity approaching 10 S m\(^{-1}\), it has to be used at temperatures of 80°C or less. At elevated temperatures both the liquid phase water content of Nafion membranes and their performance decline substantially. Graph (b) in Figure 4.4 shows Grubb’s best results obtained using a DPFC having a liquid phosphoric acid electrolyte. Because there are no experimental data for direct propane fuel cells having zirconium phosphate electrolytes, a comparison was made between results from our model having a zirconium phosphate electrolyte and experimental data obtained with other electrolytes. The comparison in Figure 4.4 indicates
that the zirconium phosphate electrolyte would have results that are somewhat comparable to the other electrolytes. Although the variation in results among the electrolytes shown in Figure 4.4 for direct propane fuel cells are significant, they are minor when they are compared to results from a hydrogen fuel cell.

![Graph showing polarization curves](image)

**Figure 4.4.** Polarization curves of direct propane/oxygen fuel cell using Pt anode and cathode. (a) experimental results [21] using Nafion 117 at 95°C. (b) experimental results [9] using 95% H₃PO₄ at 200°C. (c) experimental results [21] using H₂SO₄ doped PBI at 95°C. (d) The present model results for a solid ZrP-PTFE electrolyte at 150°C; the base case study.

The different results obtained with the different electrolytes may be related to the various electrolyte conductivities. The proton conductivity of phosphoric acid electrolyte depends on its concentration and on the operating temperature. Dobos has reported the proton conductivity of phosphoric acid at 298K and its temperature variations [22]. Proton conductivity of a 95% H₃PO₄ at 200 °C is equal to 35 S m⁻¹. The best experimental conductivity achieved for ZrP in our
The laboratory was approximately 5 S m\(^{-1}\). The greater proton conductivity values for Nafion 117 and 95% H\(_3\)PO\(_4\) result in higher cell potentials at low current densities compared to the ZrP-PTFE electrolyte modeled in this study. However, as current densities increase, the experimental cell potential results decrease more rapidly for Nafion 117 and 95% H\(_3\)PO\(_4\) compared to the ZrP-PTFE model results. One explanation is that both Nafion and 95% H\(_3\)PO\(_4\) have at least a partial liquid film around the Pt/C catalyst sites. This leads to larger Ohmic losses compared to a DPFC with solid ZrP-PTFE electrolyte at 150°C where there is no liquid phase water and no liquid film is present to create a diffusion resistance.

The model prediction in Figure 4.4 indicates that a ZrP-PTFE membrane will give a polarization curve that is generally of the same order of magnitude as those obtained with H\(_3\)PO\(_4\), Nafion, and H\(_2\)SO\(_4\) doped polybenzimidazole (PBI). The difference is that ZrP-PTFE does not need liquid phase water, whereas the others do. Acceptable operation in the absence of liquid water suggests that the highly corrosive environment can be avoided and that a search for a non-precious metal catalyst to replace Pt/C may be warranted.
4.3. Results and discussion

The model was employed for two purposes. The effects of some of the physical characteristics of the flow fields (land width) and the MEA (catalyst layer thickness) were examined. It was also used in an attempt to understand proton transport in the ZrP electrolyte phase and electron transport in the Pt/C phase. In addition, the variation of some of the gas phase variables was investigated. These studies are described in this section.

Figure 4.5 shows the effect of land width, i.e. the distance between inlet and outlet channels, on the cell performance. It is apparent that increasing the land width has a small negative effect on the polarization curve. As the reactants flow from an inlet channel towards its adjacent outlet channel within the catalyst layer, the partial pressure of the reactants decreases and that leads to a lower reaction rate and a smaller current production. This can be explained by the dependence of exchange current density on the partial pressure of the reactants in the Butler-Volmer equation.

![Figure 4.5](image)

Figure 4.5. Polarization curves of direct propane/oxygen fuel cell showing model results for catalyst thickness of 300 microns at different land widths.
A major concern about the interdigitated flow fields is their higher pressure-drop compared to the conventional serpentine flow fields. However, it has been shown that with interdigitated flow fields, thicker catalyst layers have smaller pressure drops [7]. Large pressure drops are a serious drawback for interdigitated flow fields. This perception is correct for serpentine flow fields using conventional anode catalyst layers of 40 µm. However, by increasing the thickness of the anode catalyst layer to 400 µm, the pressure drop along the land width will decrease. Moreover, an increase in the catalyst thickness results in an improvement in the polarization curve as can be seen in Figure 4.6. Improved dispersion of the metal catalyst should be obtained using a thicker catalyst layer without changing the total amount of catalyst used. An increased dispersion would correspond to a larger number of reaction sites.

Figure 4.6. Polarization curves of direct propane/oxygen fuel cell showing model results for the land width of 4 mm at different catalyst thicknesses.
Figure 4.7 shows the two-dimensional variation of the electrical potential in the ZrP phase of the entire domain, that is the anode catalyst layer, the membrane layer, and the cathode catalyst layer. The electrical potential at the anode catalyst layer is greater than that at the cathode catalyst layer causing a proton flux from the anode to the cathode. A cross-section of Figure 4.7 is shown in Figure 4.8, where the electrical potential in the ZrP phase is compared with that in the Pt/C phase.

![Figure 4.7. Potential profile for the ZrP phase within the cathode and anode catalyst layers and membrane layer.](image)

Figure 4.8 shows the following MEA profiles in the y-direction (as defined in Figure 4.2): (a) a comparison of the electrical potential in the Pt/C solid phase with that in the ZrP phase for the anode catalyst layer, (b) the same comparison as in (a) but for the cathode catalyst layer, and (c) the electrical potential profile of the ZrP phase in the membrane layer. As the electrical conductivity in the Pt/C phases is very high, the electrical potential in both of the Pt/C phases in their respective anode and cathode layers are almost constant, as shown by the horizontal dashed lines in Figure 4.8. However, the electrical potential in the ZrP phase varies according to the Eqs. (4-6) and (4-14), as shown by the solid line in Figure 4.8.

The model uses this electrical potential gradient to account for proton migration from the ZrP phase in the anode catalyst layer, through the ZrP phase in the membrane layer, and into the ZrP phase in the cathode catalyst layer. As mentioned previously, neglecting the diffusion term in Eqs. (4-6) and (4-14) is a common assumption used in most PEM fuel cell models.
Reasonable predictions of the fuel cell polarization curve were obtained using this assumption, as shown in Figs. 4.4 to 4.6. However, one of the undesirable consequences of this assumption is that the slope of electrical potential in the ZrP phases in the three layers is positive. It should be negative. The correct sign of the slope can be understood from the following reasoning: The potential gradient between anode and cathode drives electrons from the Pt/C phase of the anode to the Pt/C phase of the cathode via the external circuit. If the fuel cell had an aqueous electrolyte, the electrical double layer would have described the difference in electrical potential between the catalyst layers and the electrolyte. Since ZrP has semi-conducting properties [23] the difference in electrical potential between Pt/C and ZrP will be described by a space charge region [24]. As a result the electrical potential in the ZrP phases will be directly related to the electrical potentials in the Pt/C phases that are shown as the dashed lines in Figure 4.8. Therefore the electrical potential in the ZrP phase of the anode catalyst layer must be less than that in the
ZrP phase of the cathode catalyst layer. Therefore the opposite trend, shown in Figure 4.8, cannot be correct. Since negatively charged electrons are driven from the anode to the cathode by the electrical potential gradient (in the Pt/C phases) the corresponding gradient (in the ZrP phases), when correctly calculated, must provide a driving force for positively charged protons from the cathode to the anode. As the electrochemical reaction proceeds protons will accumulate (in the ZrP phase) at the anode until the proton concentration gradient from the anode to the cathode is sufficient to overcome the electrical potential gradient (in the ZrP phases). When that condition is attained, protons will flow through the ZrP phases from the anode to the cathode. The conclusion is that Figure 4.8 has an incorrect sign for the slope of the electrical potential gradient (in the ZrP phase). If the model had included the diffusion term with its concentration gradient in Eq. (4-21) then the sign of the slope in Figure 4.8 would have been correct.

There is an additional issue. From the model there is a small leak of electrons from the cathode to the anode (electron conductivity of membrane is $10^{-16}$ S/m). Since the electrons are produced at the anode, it might be expected that the leak would be in the opposite direction. Therefore, this feature of the model may be questionable.

It is worth mentioning that the solid line in Figure 4.8 for the electrolyte phase potential shows that the condition of zero proton flux at the lands has been satisfied, and coupling at the membrane/catalyst layers interfaces has been done perfectly.

Figure 4.9 shows that the overpotential predicted by the model at both the membrane/catalyst interfaces is greater than that at their corresponding lands. This prediction by the model is incorrect, as can be seen from the following reasoning at the anode: the overpotential at the anode is given by Eq. (4-9),

$$\eta_A = (\Phi_{Pt, A} - \Phi_{ELY, A}) - (\Phi_{Pt-EQ, A} - \Phi_{ELY-EQ}) = (\Phi_{Pt, A} - \Phi_{ELY, A})$$

when the equilibrium potential of the ZrP electrolyte, $\Phi_{ELY-EQ}$, is been defined to be equal to the equilibrium potential in the Pt/C catalyst $\Phi_{Pt-EQ, A}$. According to Figure 4.8, the potential difference $\Phi_{Pt, A} - \Phi_{ELY, A}$ is greater at the anode catalyst-membrane interface than at the anode catalyst-land interface. That is consistent with the overpotential in Figure 4.9. However, if proton diffusion driven by the proton concentration gradient had been included in the model, then the
electrical potential gradient in the ZrP phases in Figure 4.8 would have been reversed. That would also reverse the slope of the overpotential gradients in Figure 4.9.

Figures 4.10a and 4.10b show the magnitude and direction of proton and electron fluxes respectively. Protons and electrons are produced in the anode and consumed in the cathode. Protons travel through the ZrP-PTFE electrolyte phase from anode to cathode, as shown in Figure 4.10a. Protons are produced throughout the anode catalyst layer. The arrow’s length in Figure 4.10a correctly indicate that the proton flux increases as the position in the anode’s y-direction changes from the anode catalyst-land interface to the membrane-anode catalyst interface.

Figure 4.9. Overpotential profile at the anode and cathode
Electrons travel from anode to cathode via the external circuit although there is a very small amount of electronic current through the membrane layer. Electron transport also occurs in the Pt/C phase of the catalyst layers. It is the electron transport in the Pt/C phase that is shown in Figure 4.10b. However, the electron flux in Figure 4.10b is shown in the wrong direction. Neglecting the diffusion term in the proton conservation equation caused this incorrect result, as was described previously.

Figure 4.10. (a) Protonic current from anode to cathode in electrolyte phase. The vectors length indicate the current magnitude which varies from 0 to 120 mA cm$^{-2}$ in this case. (b) Electronic current from cathode to anode in electrolyte phase. The vectors length indicate the current magnitude which varies from 0 to $2 \times 10^{-14}$ mA cm$^{-2}$ in the same case as Figure 4.10 a.

Figure 4.11 shows the variation in the propane and oxygen mole fractions at the anode and cathode respectively. The concentrations of the reactants decrease along the land as the reactants flow from the inlet to the outlet. Therefore, changing the land’s width can control the conversion of the reactants. This is an important benefit of interdigitated flow fields for DPFCs. Even if the feed channels are dead-ended so that all of the reactants must flow through the catalyst layer, as shown in Figure 4.1, it would be undesirable for un-reacted propane to contaminate the product gas stream that ideally should consist only of carbon dioxide and water vapour. The water
concentration at the anode entrance was specified to exceed the stoichiometric ratio because it is needed for both reaction and to assist proton transport (osmotic drag).

![Graph showing Propane mole fraction](image1)

![Graph showing Oxygen mole fraction](image2)

**Figure 4.11. Propane and oxygen mole fraction at the anode and cathode respectively.**

Figure 4.12 shows the velocity vectors in the gas phase of the anode and cathode catalyst layers. Arrows in x-direction on the land represent a slip flow regime in the catalyst layer. This suggests that the Ergun equation describes momentum conservation appropriately, since the catalyst layers have been modeled as packed beds and flow though a packed bed is possible even at the wall of a land. Finally, the small velocity vectors indicate poor catalyst utilization.

Figure 4.13 shows that the propane conversion increases as the land width increases. The fact that 100% propane conversion can be approached with interdigitated flow fields is important. As explained previously un-reacted propane in the product stream would be undesirable. A 100% conversion result is unlikely with a serpentine flow field. In a serpentine flow field the carbon dioxide products would mix with the hydrocarbon feedstock. The smaller propane concentration
in the channels of serpentine flow fields would decrease the driving force that pushes the hydrocarbons into the catalyst layer.

Figure 4.12. Velocity vectors showing movement of fluid in the anode and cathode catalyst layers.

Figure 4.13. Propane conversion at different anode and cathode land widths
4.4. Conclusion
The performance predicted for a DPFC at 150°C using a polytetrafluoroethylene membrane with its pores filled with zirconium phosphate (ZrP-PTFE) was similar to experimental results obtained with Nafion, aqueous H_3PO_4, and H_2SO_4 doped polybenzimidazole electrolytes, when they were used in DPFCs. Because a ZrP-PTFE membrane operating at 150°C does not require water in the liquid phase, corrosion will be much less severe, and the use of non-precious metal catalysts may be possible. It was found that the thickness of the catalyst layer could be increased sufficiently so that the pressure drop between the reactant and product channels of interdigitated flow fields was small. By increasing the width of the lands and therefore the reactant’s contact time with the catalyst it was possible to approach 100% propane conversion, thereby ensuring that there will be a minimum concentration of propane in the product stream from the fuel cell. Finally neglecting the diffusion term in the equation for the conservation of protons causes serious errors in computations of the electrical potential in the ZrP phase, the electron flux in the Pt/C phase, and the overpotential in both the anode and cathode catalyst layers.
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4.6. Nomenclature
A_{Pt}: platinum surface area per catalyst volume (m^2_{Pt} m^{-3}_{catalyst})
A_{CAT}: specific surface area of catalyst support(Vulcan carbon) in the anode and cathode (m^2_{catalyst} g^{-1}_{catalyst})
c_G: total-concentration of the gas phase (mol m^{-3})
c_{i,ELY}: concentration of charged-species $i$ in electrolyte (mol m^{-3})
D_i: diffusion coefficient of species $i$ (cm^2 s^{-1})
D_p: effective particle diameter (μm)
F: Faraday’s constant, 96485 (C mol$^{-1}$ charge)
fp/CAT: fraction of catalyst support surface area covered by platinum (m$^2$ Pt m$^{-2}$ catalyst)
ΔG$^\ddagger$: activation energy for the exchange current density (kJ mol$^{-1}$)
j: volumetric current density; rate of production of proton in electrode (A m$^{-3}$ catalyst)
j: current density, vector quantity (A m$^{-2}$ electrode face area)
j$_0$: exchange current density at operating conditions (A m$^{-2}$ Pt)
j$_0$-ref: reference exchange current density at the reference conditions (A m$^{-2}$ Pt)
J: total current density (mA cm$^{-2}$)
J$_i$: diffusion flux of species $i$ (mol m$^{-2}$ s$^{-1}$)
L_W: land width in the flow field (mm)
MW$_i$: molecular weight of species $i$ (g mol$^{-1}$)
n: normal direction
N$_i, ELY$: flux of species $i$ in electrolyte, vector quantity (mol cm$^{-2}$ s$^{-1}$)
p: partial pressure of species $i$ (Pa)
P: total pressure (Pa)
R: universal gas constant (J mol$^{-1}$ K$^{-1}$)
S$_i$: consumption rate of the reactant species $i$ (mol m$^{-3}$ s$^{-1}$)
T: temperature (K)
Th: thickness of catalyst layers and membrane (μm)
t: time (s)
u: velocity of gas mixture, vector quantity (m/s)
u$_{ELY}$: velocity of electrolyte (m/s)
u$_i$: mobility of species $i$ (cm$^2$.mol/J.s)
u$_n$: velocity of gas mixture in normal direction (m s$^{-1}$)
x: Cartesian coordinate
y: Cartesian coordinate
y$_i$: mole fraction of species $i$ in the gas phase (-)
z: moles of electron in anode and cathode reactions (mol$_{electrons}$ mol$_{-1}$ propane)
z$_i$: charge number of species $i$ (mol$_{charge}$ mol$_{-1}$ species)
Greek letters:
\[ \alpha_A \text{ and } \alpha_C: \text{ anodic and cathodic charge transfer coefficients (--) } \]
\[ \alpha_1, \alpha_2 \text{ and } \alpha_3: \text{ relaxing parameters in boundary conditions} \]
\[ \eta: \text{ overpotential (V)} \]
\[ \varepsilon: \text{ volume fraction (-)} \]
\[ \rho: \text{ mass density (kg m}^{-3} \text{)} \]
\[ \rho_{\text{CAT}}: \text{ apparent bulk density of catalyst support (g}_{\text{catalyst}} \text{ m}^{-3}_{\text{catalyst}} \text{)} \]
\[ \rho_i: \text{ mass density of species } i (\text{kg m}^{-3} \text{)} \]
\[ \mu_G: \text{ dynamic viscosity of gas mixture (kg m}^{-1} \text{s}^{-1} \text{)} \]
\[ \nu_i: \text{ stoichiometric coefficient of species } i (-) \]
\[ \sigma: \text{ ionic conductivity (S m}^{-1} \text{)} \]
\[ \Phi: \text{ electrical potential (V)} \]
\[ \Phi_{\text{Pt-EQ}}: \text{ equilibrium potential of conductor phase (V)} \]
\[ \Phi_{\text{ELY-EQ}}: \text{ equilibrium potential of electrolyte phase (V)} \]
\[ \Delta \Phi_{\text{CELL}}: \text{ cell potential difference (V)} \]
\[ \Sigma(v_i): \text{ sum of the atomic volumes for each of the } i \text{ species (m}^3 \text{ kg}^{-1} \text{ atom}^{-1} \text{)} \]

Subscripts and superscripts:
A: anode
av: phase-averaged quantity
C: cathode
C_3: propane
C_3\text{Ox}: propane oxidation reaction on Pt catalyst
CO_2: carbon dioxide
ELY: electrolyte phase in the anode or cathode catalyst layers
EQ: equilibrium state
G: gas mixture
H_2\text{O}: water
i: species in gas phase; propane, water, CO_2 and O_2,
ML: membrane layer
n: normal direction
O₂: oxygen
O₂Rd: oxygen reduction reaction on platinum catalyst
Pt: platinum catalyst
ref: reference conditions

**Abbreviations:**
ACL: anode catalyst layer
DPFC: direct propane fuel cell
FEM : finite element method
MEA: membrane electrode assembly
PAFC: phosphoric acid fuel cells
PEM: polymer electrolyte membrane or proton exchange membrane
PEMFC: polymer electrolyte membrane or proton exchange membrane fuel cell
PTFE: polytetrafluoroethylene
ZrP: zirconium phosphate

**4.7. References**


A rigorous mathematical model for direct propane fuel cells (DPFCs) was developed using a computational fluid dynamics approach. The modeling results suggest that a specific combination of operating temperature and flow field design can overcome the main deficiency of DPFCs, high activation overpotential. Concentrated solution theory was applied by using the Generalized Maxwell-Stefan (GMS) equations in order to predict proton and water transport in the electrolyte phase of the anode and cathode catalyst layers and membrane layer. The GMS equations included both migration and diffusion phenomena for the proton and water transport in the electrolyte layer. It was shown that models accounting for proton migration only without diffusion have serious errors in their predictions of the electrical potential, proton concentration, water concentration and overpotential in the electrolyte phase. This finding can be generalized to all types of PEM fuel cells.

1 This paper was submitted to the Journal of Power Sources
5.1. Introduction

The focus of this study is on the Direct Propane Fuel Cell (DPFC), which belongs to the Polymer Electrolyte Membrane Fuel Cell (PEMFC) family, but consumes propane instead of hydrogen as its feedstock. The generation of electrical energy in rural areas is our primary target application for DPFCs. The cost of delivering electrical energy to rural areas is substantially greater than to urban areas, because longer transmission lines are required to serve a comparatively small number of customers. Therefore more costly fuel cells can be justified for use in rural areas compared to urban areas. In addition, the infrastructure for delivering Liquefied Petroleum Gas (LPG) or propane to rural areas already exists. Two major advantages of DPFCs over hydrogen fuel cells are that the expense of hydrogen production plants and of hydrogen transport/storage will be eliminated from the fuel cell energy production cycle. However, a drawback associated with DPFCs is that the propane reaction rate is much slower than that of hydrogen. Liebhafsky and Cairns [1], Bockris and Srinivasan [2], and Cairns [3] reviewed the majority of the DPFC experimental research that had been done in the 1960’s.

The approaches to the modeling of fuel cells are summarized below. Weber and Newman [4] have reviewed four groups of fuel cell models that consider transport of water and protons in the electrolyte phase: simple models, diffusive models, hydraulic models and combination models. The simple models [5-8] describe proton transfer using Ohm’s law with a constant ionic conductivity. These models cannot predict phenomena such as membrane dehydration, in which water content and thus ionic conductivity are variables. For water movement, a numerical value of the net water flux has to be determined as the boundary condition at the interface between the catalyst layers and the membrane.

The diffusive models [9-14] predict the movement of dissolved water and protons within the membrane as a result of concentration and electrical potential gradients. They are applicable for the electrolyte systems with low water content (λ<14, where λ is moles of water per mole of sulfonic acid sites in the Nafion membrane) where liquid water does not exist. The diffusive models are referred to as single phase models of membranes and can predict proton distribution in the electrolyte phase and membrane dehydration.
At high water contents, membrane pores are completely filled with liquid water, and the water content is assumed to be uniform everywhere. Therefore, water diffusion does not occur and the convection mechanism causes proton and water transport. The hydraulic models [15-18] were developed for membranes with high water content. Two phases, liquid water and membrane, are described by the hydraulic models. Water velocity is calculated by Schlögl's equation [18] which is a function of electrical potential gradient and pressure gradient. Finally, the hydraulic and diffusive models are merged in the combination models [19-21] when calculations covering the whole range of water content are desirable. This approach considers concentration and pressure gradients as driving forces for water and proton transport.

There are two possible approaches to deal with the transport properties in the diffusive models, i.e., dilute solution theory and concentrated solution theory [22]. Mass transport in dilute electrolyte systems is usually described by the Nernst-Planck equation [22] in which the flux of a charged species is a function of the concentration gradient of that species as well as the electrical potential gradient. For a non-charged species, the potential gradient term in the Nernst-Planck equation disappears. The membrane transport properties are not required to be constant in this approach.

Employing concentrated solution theory leads to rigorous models that consider the interactions between all species. Krishna [14] used Generalized Maxwell-Stefan (GMS) equations to implement this approach for multicomponent electrolyte systems in general. Wöhr et al. [12] also used Maxwell-Stefan (MS) equations to model proton and water transport in PEM fuel cells in which the MS diffusion coefficients are modified as a function of temperature and humidity. Fuller and Newman [23] used the electrochemical potential of each species as the driving force in the MS equations. Fimrite et al. [11] developed a transport model for water and protons based on the binary friction model. The mole fraction and potential gradients were considered in the electrochemical potential gradient expression. Baschuk and Li [10] also used MS equation and calculated the MS diffusion coefficients based on experimental data available in the literature. Then, they validated those coefficients with experimental data for the electro-osmotic drag coefficient.
A diffusive model has been developed in the present study to investigate the movement of water and protons in the electrolyte phase of a DPFC where the operation temperature is above the boiling point of water. One possible strategy for increasing the reaction rate in DPFC is to operate at temperatures of 150°C or higher. A membrane that can resist high temperature and show acceptable conductivity (5.0 S m⁻¹) has been developed in our research group [24]. This membrane is composed of porous polytetrafluoroethylene (PTFE) that contains zirconium phosphate (Zr(HPO₄)₂ • H₂O or ZrP) in its pores. ZrP-PTFE is a known proton conductor [25]. Concentrated solution theory was used in which the binary interactions between water, protons and ZrP species were described.

We are developing mathematical models of DPFCs in order to understand the phenomena involved and hopefully make some improvements. The results reported here are major improvements over our previous model [5]. Like the vast majority of fuel cell models, our previous model only accounted for migration caused by an incorrect electrical potential gradient used to account for proton transport through the electrolyte layer. It neglected the influence of proton concentration on transport in the electrolyte phase. As we noted previously [5], that neglect caused serious errors. The overpotential gradient and the electrical potential gradient in the electrolyte phase were incorrect. This model, unlike the majority of fuel cell models, includes both a valid electrical potential gradient and a proton concentration gradient to account for proton transport by a combination of migration and diffusion. This model accounts for the influence of the proton concentration in the electrolyte phase and thereby overcomes the deficiencies mentioned above.

5.2. Model development
This model solved the governing equations for the Membrane Electrode Assembly (MEA), consisting of the membrane layer, anode layer and cathode layer. A schematic of a typical DPFC is shown in Figure 5.1. The cell is composed of two bi-polar plates, two catalyst layers and a membrane layer. Each bipolar plate has two sets of channels: one for reactants and one for products. They are connected to each other through the catalyst layer. Figure 5.1 shows these channels for the anode bi-polar plate. The interdigitated flow fields show a symmetric geometry with repetitive pieces. In order to increase the computational speed, only one of these pieces was
considered as the modeling domain. Therefore, the modeling domain can be defined as the MEA that is located between the middle of a feed channel and the middle of its adjacent product channel. Figure 5.2 shows the modeling domain and boundaries.

![Figure 5.1. A 3-D schematic of a DPFC showing interdigitated flow-fields at the anode bi-polar plate.](image)

![Figure 5.2. Boundaries in the modeling domain](image)
Previously, it was shown that neglecting proton diffusion in the proton conservation equation led to incorrect results for the electrolyte potential and overpotential profiles even though the polarization curve was predicted correctly [5]. The present model includes both proton diffusion and migration.

### 5.2.1. Governing equations

Three phases are present in the anode and cathode catalyst layers. They are the "gas phase" containing reactants and products, the "solid catalyst phase" containing the carbon support and platinum, and the "solid electrolyte phase". The later consists of stationary ZrP matrix (Zr(HPO$_4$)$_2$ • H$_2$O) containing mobile H$_2$O (Zr(HPO$_4$)$_2$ • 2H$_2$O) and H$^+$ (Zr(HPO$_4$)$_2$ • H$_3$O$^+$) species that can be transferred. The membrane layer contains the electrolyte phase as well as PTFE.

Conservation equations for momentum, total mass, and mass of non-charged species were solved for the gas phase in each of the catalyst layers. A list of equations that were used for the gas phase of both anode and cathode catalyst layers is shown in Table 5.1. Eq. (5-17) describes the total mass conservation in the gas phase of the catalyst layers. The second term in this equation is the sink or source term describing the mass consumption or production in the gas phase caused by electrochemical reactions. Eq. (5-18), is the linear form of the Ergun equation. It was used to calculate the pressure profiles in the gas phase of the catalyst layers because they are packed beds. At the conditions used in this study, the magnitude of the quadratic velocity term in the Ergun equation was much smaller than the linear term. Hence only the linear term in velocity was used in Eq. (5-18). Eqs. (5-17) and (5-18) were solved together to calculate the velocity and pressure profiles in the gas phase of the catalyst layers. Mass balances for each of the individual gas phase species account for convection, diffusion, and reaction, as shown in Eq. (5-19).

Eqs. (5-20) and (5-21) describe, respectively, water and proton conservation in the electrolyte phase of the membrane and catalyst layers. Diffusion was described by concentrated solution theory through the use of the GMS equations. The following paragraphs illustrate the derivation of Eqs. (5-20) and (5-21).
A general procedure for the calculation of mass fluxes in multicomponent electrolyte systems was presented by Krishna [14]. It has been proven that the Nernst-Planck equation is a limiting case of the GMS equations. The GMS equations can be written as follows:

\[
\vec{d}_i = \sum_{j=1 \atop j \neq i}^{n} \frac{x_i \vec{j}_j - x_j \vec{j}_i}{c_{ELY} D_{ij}} \quad i = 1, 2, \ldots, n - 1 \tag{5 - 1}
\]

where \( \vec{d}_i \) is a generalized driving force for mass transport of species \( i \). Because the summation of the \( n \) driving forces is equal to zero due to the Gibbs-Duhem limitation [26], only \( n-1 \) driving forces are independent. The equation to calculate the generalized driving force has been derived based on non-equilibrium thermodynamics [26]. A simplified expression for a solid stationary electrolyte (no convection term) [14] can be written as:

\[
\vec{d}_i = \nabla x_i + x_i z_i \frac{F}{RT} \nabla \phi_{ELY} \tag{5 - 2}
\]

For a non-charged species such as water \( z_i \) is equal to zero, and according to Eq. (5-2), the concentration gradient will be the only driving force.

The migration term in Eq. (5-2) was obtained by representing ion mobility by the Nernst-Einstein relation (\( D_i = RTu_i \)). This equation is applicable only at infinite dilution. However, it can be used in concentrated solutions if additional composition-dependent transport parameters, such as the \( B' \) parameters in Eq. (5-12), are used to calculate the flux of ions [22]. It will be shown in the following paragraphs that Eqs. (5-8) to (5-11) represent the composition-dependent parameters.

Eq. (5-1) results in \( (n-1) \) independent equations that can be written in matrix form for convenience:
where the elements of the matrix of inverted diffusion coefficients $[B]$ are given by

$$B_{ii} = \sum_{j=1, j\neq i}^{n} \frac{x_i}{D_{ij}}$$

$$B_{ij} = -\frac{x_i}{D_{ij}}$$

The fluxes of species, $\mathbf{j}_i$, can be calculated from Eq. (5-6) which is the inversion of Eq. (5-3).

$$\begin{pmatrix} \mathbf{j}_1 \\ \vdots \\ \mathbf{j}_{n-1} \end{pmatrix} = -c_{ELY} \begin{pmatrix} B_{11} & \cdots & B_{1,n-1} \\ \vdots & \ddots & \vdots \\ B_{n-1,1} & \cdots & B_{n-1,n-1} \end{pmatrix}^{-1} \begin{pmatrix} \mathbf{d}_1 \\ \vdots \\ \mathbf{d}_{n-1} \end{pmatrix}$$

For the present electrolyte system containing three species, mobile $\text{H}_2\text{O}$ and $\text{H}^+$ plus immobile solid $\text{ZrP}$, Eq. (5-6) may be written as

$$\begin{pmatrix} \mathbf{j}_{\text{H}_2\text{O}} \\ \mathbf{j}_{\text{H}^+} \end{pmatrix} = -c_{ELY} \begin{pmatrix} B'_{\text{H}_2\text{O}-\text{H}_2\text{O}} & B'_{\text{H}_2\text{O}-\text{H}^+} \\ B'_{\text{H}^+-\text{H}_2\text{O}} & B'_{\text{H}^+-\text{H}^+} \end{pmatrix} \begin{pmatrix} \mathbf{d}_{\text{H}_2\text{O}} \\ \mathbf{d}_{\text{H}^+} \end{pmatrix}$$

where $[B']$ is the inverse of the matrix of inverted diffusion coefficients. Because $D_{\text{H}_2\text{O}-\text{H}^+} = D_{\text{H}^+-\text{H}_2\text{O}}$, the elements of $[B']$ are calculated using Eqs. (5-8) to (5-11) which are functions of the GMS diffusivities and the species mole fractions in the electrolyte phase.
Combining sets of Eqs. (5-7) and (5-2) results in two independent equations that can be used to calculate the fluxes of mobile species (\( \vec{J}_{H_2O} \) and \( \vec{J}_{H^+} \)) within the electrolyte phase:

\[
\begin{align*}
\vec{J}_{H_2O} &= -c_{ELY} B'_{H_2O-H_2O} (\nabla x_{H_2O}) - c_{ELY} B'_{H_2O-H^+} \left( \nabla x_{H^+} + \frac{F x_{H^+}}{RT} \nabla \phi_{ELY} \right) \\
\vec{J}_{H^+} &= -c_{ELY} B'_{H^+-H_2O} (\nabla x_{H_2O}) - c_{ELY} B'_{H^+-H^+} \left( \nabla x_{H^+} + \frac{F x_{H^+}}{RT} \nabla \phi_{ELY} \right)
\end{align*}
\]

Eqs. (5-12) and (5-13) show that diffusion flux of each species is a function of the concentration gradient of all species as well as of the potential gradient. There are five unknowns in Eqs. (5-12) and (5-13), \( \vec{J}_{H_2O}, \ \vec{J}_{H^+}, \ x_{H_2O}, \ x_{H^+} \) and \( \phi_{ELY} \). Therefore, three more equations are required.
ZrP is immobile. As a result the diffusion phenomenon will effectively be the interchange of H\(^+\) and H\(_2\)O species. Therefore, for diffusion purposes we will only consider the domain of the mobile species, H\(^+\) and H\(_2\)O, and will ignore the immobile species, ZrP. On that basis Eq. (5-14) can be used as a third equation. Nevertheless, the presence of ZrP is important because of its interaction with the mobile species. Specifically, the values of the B’ coefficients for H\(^+\) and H\(_2\)O were influenced by the presence of ZrP.

\[ x_{H_2O} + x_{H^+} = 1.0 \]  
\[ (5 - 14) \]

The differential equations for H\(_2\)O and H\(^+\) mass conservation in the electrolyte phase can be expressed in molar units as:

\[ \nabla \cdot \vec{J}_{H_2O} = \frac{-j}{zF} \]  
\[ (5 - 15) \]

\[ \nabla \cdot \vec{J}_{H^+} = \frac{j}{zF} \]  
\[ (5 - 16) \]

where \( j \) is the volumetric current production. This quantity which appears in Eqs. (5-15) to (5-17) and (5-19) to (5-21) is the rate of production of protons in the anode. Therefore, it is positive in the anode, \( j_A \), and negative in the cathode, \( j_C \). It was calculated using the Butler-Volmer equation for the anode and cathode, Eqs. (5-22) and (5-25), respectively. Exchange current densities at the anode and cathode are a function of the reactants' partial pressure and the operating temperature as shown in Eqs. (5-23) and (5-26). The Butler-Volmer equation and its parameters for both propane oxidation and oxygen reduction were described in our previous communication [5]. Eqs. (5-12) to (5-16) were combined and are shown as Eqs. (5-20) and (5-21) in Table 5.1.
### Table 5.1. List of equations

<table>
<thead>
<tr>
<th>Equations</th>
<th>Eq. No.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Conservation of mass in gas phase:</strong></td>
<td></td>
</tr>
<tr>
<td>( \nabla \cdot (\varepsilon_G \rho_G \vec{u}) + \sum_i^n \frac{\nu_i MW_i j}{zF} = 0 )</td>
<td>(5-17)</td>
</tr>
<tr>
<td>( i = C_3H_8, H_2O ) and ( CO_2 ) for the anode; ( O_2 ) and ( H_2O ) for the cathode</td>
<td></td>
</tr>
<tr>
<td><strong>Conservation of momentum in gas phase:</strong></td>
<td></td>
</tr>
<tr>
<td>( -\nabla P = 150 \left[ \frac{\mu_G (1 - \varepsilon_G)^2}{D_p^2 \epsilon_G^2} \right] \vec{u} )</td>
<td>(5-18)</td>
</tr>
<tr>
<td><strong>Conservation of non-charged species in gas phase:</strong></td>
<td></td>
</tr>
<tr>
<td>( \nabla \cdot (\varepsilon_G c_G \vec{u} y_i) - \nabla \cdot (\varepsilon_G c_G D_i \nabla y_i) + \frac{\nu_i j}{zF} = 0 )</td>
<td>(5-19)</td>
</tr>
<tr>
<td>( i = C_3H_8 ) and ( CO_2 ) for the anode; ( O_2 ) and ( H_2O ) for the cathode</td>
<td></td>
</tr>
<tr>
<td><strong>Conservation of species in the electrolyte phase:</strong></td>
<td></td>
</tr>
<tr>
<td>For water:</td>
<td></td>
</tr>
<tr>
<td>( -\nabla \left( c_{ELY} (B'<em>{H_2O-H_2O} - B'</em>{H_2O-H+}) \nabla x_{H+} \right) + \nabla \left( c_{ELY} B'<em>{H_2O-H+} \frac{F x</em>{H+}}{RT} \nabla \phi_{ELY} \right) - \frac{j}{zF} = 0 )</td>
<td>(5-20)</td>
</tr>
<tr>
<td>For proton:</td>
<td></td>
</tr>
<tr>
<td>( \nabla \left( c_{ELY} (B'<em>{H+} - H+) - B'</em>{H+} \right) \nabla x_{H+} + \nabla \left( c_{ELY} B'<em>{H+} \frac{F x</em>{H+}}{RT} \nabla \phi_{ELY} \right) + \frac{j}{zF} = 0 )</td>
<td>(5-21)</td>
</tr>
<tr>
<td><strong>Butler-Volmer equation in the anode:</strong></td>
<td></td>
</tr>
<tr>
<td>( j_A = j_A^0 A_{pt} \left[ \exp \left( \frac{\alpha_A F \eta_A}{RT} \right) - \exp \left( -\frac{\alpha_c F \eta_A}{RT} \right) \right] )</td>
<td>(5-22)</td>
</tr>
<tr>
<td>where, ( j_A = j_A^{0, ref} \left( \frac{p_{c_3}}{p_{c_3}^{ref}} \right) \exp \left[ \frac{\Delta G_{c_30x}^+}{R} \left( \frac{1}{T^{ref}} - \frac{1}{T} \right) \right] )</td>
<td>(5-23)</td>
</tr>
<tr>
<td>and ( \eta_A = \Delta \phi_A - \Delta \phi_A^{EQ} = (\phi_{p_{t,A}} - \phi_{ELY,A}) - (\phi_{p_{t,A}}^{EQ} - \phi_{ELY}^{EQ}) )</td>
<td>(5-24)</td>
</tr>
<tr>
<td><strong>Butler-Volmer equation in the cathode:</strong></td>
<td></td>
</tr>
<tr>
<td>( j_C = j_C^0 A_{pt} \left[ \exp \left( \frac{\alpha_A F \eta_C}{RT} \right) - \exp \left( -\frac{\alpha_c F \eta_C}{RT} \right) \right] )</td>
<td>(5-25)</td>
</tr>
<tr>
<td>where, ( j_C = j_C^{0, ref} \left( \frac{p_{o_2}}{p_{o_2}^{ref}} \right) \exp \left[ \frac{\Delta G_{o_2rd}^+}{R} \left( \frac{1}{T^{ref}} - \frac{1}{T} \right) \right] )</td>
<td>(5-26)</td>
</tr>
<tr>
<td>and ( \eta_C = \Delta \phi_C - \Delta \phi_C^{EQ} = (\phi_{p_{t,C}} - \phi_{ELY,C}) - (\phi_{p_{t,C}}^{EQ} - \phi_{ELY}^{EQ}) )</td>
<td>(5-27)</td>
</tr>
</tbody>
</table>
5.2.2. Numerical procedure

The numerical solution procedure is illustrated in Figure 5.3. The equations in Table 5.1 define the problem at steady state. However, a time-derivative was appended to each partial differential equation and a backward Euler time stepping method was used to increase stability while converging to the steady state solution. The Finite Element Method was used to discretize the partial differential equations in space, with all dependant variables discretized by a linear finite element except for the pressure that is taken as a quadratic.

![Diagram of modeling procedure](image)

**Figure 5.3. Modeling procedure**
FreeFEM++ software has been successfully used to solve the two-dimensional partial differential equations in Table 5.1. It is open-source software and is based on the Finite Element Method developed by Hecht et al. [27]. The calculated results from FreeFEM++ were exported to ParaView visualization software [28] for post-processing. ParaView is also open-source software.

There is no proton loss through the exterior boundaries of the domain (Figure 5.2). Therefore, the total rate of proton production in the anode, $\int_{\text{Anode}} j \, dV$, has to be equal to the total rate of proton consumption in the cathode, $\int_{\text{Cathode}} (-j) \, dV$. In each case, the electrical potential of the catalyst phase of the anode, $\phi_{\text{Pt},A}$, and that of the cathode, $\phi_{\text{Pt},C}$, had individual constant values. Then all the variables in the whole domain were calculated. However, having fixed electrical potentials of the anode and cathode catalyst phases does not guarantee that the proton production at the anode will equal the proton consumption at the cathode. The difference between the rate of proton production and consumption can be minimized by shifting $\phi_{\text{ELY}}$ by a constant value because the production and consumption rates are functions of the electrical potential in both of their respective catalyst phases, $\phi_{\text{Pt},A}$ and $\phi_{\text{Pt},C}$, and in the electrolyte phase, $\phi_{\text{ELY}}$. Therefore, the Newton method was used to force equal proton production and consumption. In other words, balancing $\int_{\text{Anode}} j \, dV$ and $\int_{\text{Cathode}} (-j) \, dV$ acts as a constraint for the conservation of protons in the electrolyte phase.

The equations for the conservation of momentum, total mass and individual species in the gas phase of the anode and cathode were solved by assuming there was no species crossover through the membrane. Electrical potential, proton and water concentrations in the electrolyte phase of the anode, cathode and membrane layers were coupled to each other. These variables were calculated by solving Eq. (5-20), (5-21) and (5-14) iteratively in each layer. Then, the Robin method [5] was used to couple the solutions between layers. In the Robin method, both of the following transfer conditions are progressively satisfied on the anode catalyst/membrane interface and the membrane/cathode catalyst interface through iterations: (a) the continuity of the variable (e.g. potential) and (b) the continuity of the flux (e.g. electrical current).
Figure 5.2 shows four types of boundary conditions for the modeling domain, i.e., inlet, outlet, wall of the land, and the mid-channel symmetry boundaries. The flux of species in the gas phase is zero in the normal direction of the walls because there is no transfer through walls. The zero flux condition is also true at the mid-channel symmetry boundaries. The compositions of the gaseous species are known at the inlet of the anode and cathode catalyst layers. It was assumed that no change in the composition of gas mixture occurred after leaving the catalyst bed. Therefore, the composition gradients are zero in the direction normal to the catalyst layer at the outlet boundaries. The zero flux condition is applied at all exterior boundaries for the species in the electrolyte phase.

5.2.3. Input parameters
The parameters used for the simulations are shown in Table 5.2. The GMS diffusivities, $D_{ij}$, which are used in Eqs. (5-8) to (5-11) have to be calculated from the Fickian diffusion coefficients, $D_{ij}$. For ideal solutions, the Fickian diffusion, $D_{ij}$, can be used as $D_{ij}$ in the GMS equations [26] because the concentration dependence of Fickian diffusion coefficients is ignored. Experimental values for $D_{H^+-ZrP}$ and $D_{H_2O-H^+}$ are given in Table 5.2. No experimental data were available for the diffusivity of water in ZrP. Therefore, it was set equal to the known value for the diffusivity of protons in ZrP [29]. This assumption is consistent with one water molecule being dragged by each proton that travels from anode to cathode. These were the three diffusivities used to calculate the $B'$ parameters in Eqs. (5-8) to (5-11).
<table>
<thead>
<tr>
<th>Property</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Temperature, $T$</td>
<td>$423 - 503 \text{K}$</td>
</tr>
<tr>
<td>Pressure, $P$</td>
<td>$101.3 \text{k Pa}$</td>
</tr>
<tr>
<td>Proton–ZrP diffusivity, $D_{\text{H}^+ - \text{ZrP}}$</td>
<td>$3.1 \times 10^{-12} \text{ m}^2 \text{ s}^{-1}$ [29]</td>
</tr>
<tr>
<td>Proton–water diffusivity, $D_{\text{H}_2\text{O} - \text{H}^+}$</td>
<td>$2.9 \times 10^{-10} \text{ m}^2 \text{ s}^{-1}$ [12]</td>
</tr>
<tr>
<td>Ionic conductivity in membrane, $\sigma_{\text{ZrP/PTFE}}$</td>
<td>$5.0 \text{ S m}^{-1}$ [24]</td>
</tr>
<tr>
<td>Electrical resistivity in membrane, $R_{\text{PTFE}}$</td>
<td>$1.0 \times 10^{16} \text{ } \Omega \text{ m}$</td>
</tr>
<tr>
<td>Charge transfer coefficients, $\alpha_A$ and $\alpha_C$</td>
<td>$1.0$ [30]</td>
</tr>
<tr>
<td>Equilibrium potential of catalyst phase at the anode, $\phi_{\text{PLA}}^{\text{EQ}}$</td>
<td>$0.136 \text{ V}$ [1]</td>
</tr>
<tr>
<td>Equilibrium potential of catalyst phase at the cathode, $\phi_{\text{PLC}}^{\text{EQ}}$</td>
<td>$1.229 \text{ V}$</td>
</tr>
<tr>
<td>Equilibrium potential of electrolyte phase, $\phi_{\text{ELY}}^{\text{EQ}}$</td>
<td>$0.136 \text{ V}$</td>
</tr>
<tr>
<td>Apparent bulk density of carbon catalyst support, $\rho_{\text{CAT}}$</td>
<td>$0.259 \text{ g catalyst mL}^{-1}$ catalyst</td>
</tr>
<tr>
<td>Specific surface area of carbon catalyst support in the anode and cathode, $A_{\text{CAT}}$</td>
<td>$255 \text{ m}^2 \text{g}^{-1}$ catalyst</td>
</tr>
<tr>
<td>Gas phase volume fraction in anode and cathode, $\epsilon_G$</td>
<td>$0.5$</td>
</tr>
<tr>
<td>Electrolyte phase volume fraction in anode and cathode, $\epsilon_{\text{ELY}}$</td>
<td>$0.4$</td>
</tr>
<tr>
<td>Effective particle diameter in anode and cathode, $D_p$</td>
<td>$5 \mu\text{m}$</td>
</tr>
<tr>
<td>Land width, $L_w$</td>
<td>$2 - 8 \text{ mm}$</td>
</tr>
<tr>
<td>Anode and cathode thickness, $Th_A, Th_C$</td>
<td>$200 - 400 \mu\text{m}$</td>
</tr>
<tr>
<td>Membrane thickness, $Th_M$</td>
<td>$100 - 200 \mu\text{m}$</td>
</tr>
<tr>
<td>Fluid channels width in bi-polar plates</td>
<td>$0.4 \text{ mm}$</td>
</tr>
</tbody>
</table>
5.2.4. Model Validation

The model predicts the performance of a DPFC that has (i) interdigitated flow fields, (ii) zirconium phosphate as the electrolyte, and (iii) operates over a temperature range of 150-230°C. As there are no experimental data for DPFCs having zirconium phosphate electrolytes and interdigitated flow fields, the model results have been compared to published results for DPFCs with other types of electrolytes and flow fields.

Figure 5.4 compares the modeling results for zirconium phosphate electrolyte with the experimental data for other types of electrolytes [31, 32]. Figure 5.4 shows that the polarization curve for ZrP-PTFE electrolyte is somewhat comparable to that for the other electrolytes. The difference between the polarization curves can be partially explained by the difference between conductivities of the electrolytes. The proton conductivity of a non-modified Nafion 117 approaches 10 Sm⁻¹ at 80°C [33]. The conductivity of the 95% H₃PO₄ electrolyte is 35 Sm⁻¹ at 200°C [34]. However, the proton conductivity for the best ZrP-PTFE that has been developed in our laboratory is about 5 Sm⁻¹ at 150°C.

![Figure 5.4. Polarization curves of direct propane/oxygen fuel cell using Pt anode and cathode; (a) experimental results [31] using Nafion 117 at 95°C; (b) experimental results [32] using 95% H₃PO₄ at 200°C; (c) the present proton migration and diffusion model results for a solid ZrP-PTFE electrolyte at 150°C.](image-url)
5.3. Results and discussion

Figure 5.5a shows the two-dimensional variation of the proton concentration in the electrolyte phase of the entire domain, that is the anode catalyst layer, the membrane layer, and the cathode catalyst layer. The proton concentration at the anode inlet close to the feed gas channel has the highest value. This would be expected because the propane's partial pressure is higher at the anode inlet and that causes a higher propane oxidation reaction rate, according to the Butler-Volmer equation, Eq. (5-22). Because protons are produced in the anode catalyst layer and consumed in the cathode catalyst layer, the proton concentration must be higher at the anode than the cathode. This proton concentration gradient provides a driving force for protons to diffuse from the anode to the cathode.

The electrical potential variation in the electrolyte phase of the catalyst layers and membrane is shown in Figure 5.5b. As the reaction rate in the catalyst layers is not uniform, current density and electrical potential will be variable. Figure 5.5b shows that the electrical potential is higher at the cathode electrolyte phase than at the anode electrolyte phase. That electrical potential gradient provides a driving force for protons to migrate from the cathode to the anode. This proton migration (caused by the electrical potential gradient) is in the opposite direction to the proton diffusion (caused by the proton concentration gradient) that was discussed above.

Figure 5.5c shows the magnitude and direction of protonic flux in the electrolyte phase of the anode, cathode and membrane layers. Protons are produced in the anode, travel from the anode, through the membrane layer, and to cathode, where they are consumed. As discussed above, in Figure 5.5a, the concentration driving force for proton flux was from the anode to the cathode and in Figure 5.5b the electrical potential driving force was in the opposite direction, from the cathode to the anode. Finally, Figure 5.5c demonstrates that the net flux of protons is from the anode toward the cathode. As the net flux is the summation of two driving forces that are in opposite directions, one can conclude that proton diffusion is dominant over proton migration. For the fuel cell to operate, the net transport of protons must be from the anode to the cathode. Therefore, the rate of proton diffusion must exceed the rate of proton migration. Figure 5.5c also shows that the arrows' length are becoming longer (indicating that the proton flux increases) in the y-direction from the anode land/anode catalyst interface to the anode catalyst/membrane
interface as more protons are produced throughout the anode catalyst layer. Similarly, the arrows' length becomes shorter (as the proton flux decreases) in the y-direction from membrane/cathode catalyst interface to the cathode catalyst/cathode land interface.

Figure 5.5. (a) Proton concentration in the electrolyte phase of the anode, membrane and cathode layers; (b) Electrical potential profile for the electrolyte phase of the anode, membrane and cathode layers; (c) Protonic flux from the anode to the cathode in the electrolyte phase (The vectors length indicate the flux magnitude which varies from 0 to 17 mA cm\(^{-2}\) in this case).
Electrons flow from anode to cathode of fuel cells, both through the external circuit and through the electrolyte. The electron flow rate will be many orders of magnitude smaller through the electrolyte than through the external circuit. The electron flux (current) through the electrolyte as shown in Figure 5.6 is generally similar to the proton flux in Figure 5.5c. Although the vast majority of electrons flow through the external circuit, the production and consumption of the miniscule number of electrons that flow through the electrolyte have a distribution (Figure 5.6) that is similar to the distribution of protons (Figure 5.5c).

![Figure 5.6. Electronic flux from the anode to the cathode in the electrolyte phase. The vectors length indicate the flux magnitude which varies from 0 to 1×10^{-11} mA cm^{-2} in the same case as Figure 5.5c.](image)

It is constructive to compare this model (migration and diffusion) with our previous model (migration only). A cross-section of Figure 5.5b along the y-direction at the middle of the domain (x=L_w/2) is shown in Figure 5.7b, where the electrical potential in the electrolyte phase (the left axis in Figure 5.7b- solid line) is compared with that in the two solid catalyst phases (the right axis in Figure 5.7b- dashed lines). The electrical potentials in the two solid catalyst phases are almost constant because of the high electrical conductivity of these phases. Because the electrical potential in the catalyst phase at the anode is less than that at the cathode, negatively charged electrons are forced to flow from the anode to the cathode through the external circuit. Similarly, the electrical potential in the electrolyte phase of the anode will be less than that at the cathode so that there will be a miniscule flow rate of negatively charged electrons through the electrolyte phase from the anode to the cathode. This reasoning is in agreement with the results of migration and diffusion model that are shown in Figure 5.7b. In contrast, the results from the migration only model are erroneous, as shown in Figure 5.7a from our previous work [5].
5.7b shows that the electrical potential difference drives negatively charged electrons from the anode to the cathode while driving the positively charged protons from the cathode to the anode. In the migration only model the electrical potential difference driving force for proton transfer would have caused protons to travel from the cathode to the anode which is the wrong direction.

Figure 5.7. Electrical potential profiles in the y-direction for the electrolyte and catalyst phases located at the middle of the domain x-direction for the cathode and anode catalyst layers and membrane layer. The arrows point in the direction of the ordinate scale that applies to each of the three curves; (a) Proton migration only within the electrolyte phase [5]; (b) Proton migration and diffusion within the electrolyte phase [the present model].
Figure 5.8 compares the anodic and cathodic overpotential for two cases. The solid lines are the results from this model (migration and diffusion). The dashed lines are the results from our previous model (migration only) and they indicate the opposite trend with respect to the solid lines. Since the overpotential is the electrical driving force (see Eqs. (5-22) and (5-24)), it will always have its largest value adjacent to the land and decreases toward the membrane. This migration plus diffusion model predicts the correct behaviour, but the previous migration only model predicts an invalid result. Moreover, reaction rates in the anode and cathode are functions of overpotential. Therefore, an incorrect species distribution within the gas phase of the catalyst layers would have been predicted if proton diffusion had been ignored in the electrolyte phase. In other words, the migration only model can neither correctly calculate the species concentration in the electrolyte phase nor in the gas phase.

![Figure 5.8. Overpotential profile in the anode and cathode along y-axis at the middle of the modeling domain. Solid lines: migration and diffusion; Dashed lines: migration only [5].](image)
Figure 5.9 shows the propane mole fraction in the gas phase of the anode catalyst layer along the x-direction. For the similar operating conditions, the present model (migration and diffusion) predicts more propane conversion ($X=56\%$) than the previous model does ($X=11\%$). This difference is caused by the different overpotential profiles predicted by the two models. The difference in overpotentials, for migration and diffusion compared to migration only is shown in Figure 5.8. Because those differences are small there is relatively little difference between the two polarization curves shown in Figure 5.10. However for reaction, those small differences are in exponential terms, as shown in Eqs. (5-22) and (5-25). It is the exponential terms that cause the large differences in conversion shown in Figure 5.9.

![Figure 5.9. Propane mole fraction in the gas phase of the anode catalyst layer along the x-direction at the middle of the anode catalyst layer (a) Proton migration and diffusion within the electrolyte phase [the present model] (b) Proton migration only within the electrolyte phase [5].](Image)
In Figure 5.10 the polarization curve for the migration and diffusion model is compared with the migration only model. At a specific cell potential, the cell current density predicted by the migration and diffusion model is slightly lower than that of the migration only model. This deviation is not very large, and one can conclude that a reasonable prediction of the fuel cell overall performance can be obtained using simple models that ignore the proton diffusion phenomenon in the electrolyte. However, as discussed above, there are other phenomena for which the migration only model predicts results that are completely erroneous. The migration and diffusion model provides insight to fuel cell performance that goes beyond that provided by polarization curves.

Figure 5.10. Modeling results for polarization curves of direct propane/oxygen fuel cells using a solid ZrP-PTFE electrolyte at 150°C. (a) Proton migration and diffusion within the electrolyte phase [the present model] (b) Proton migration only within the electrolyte phase [5].

Concentration polarization, caused by liquid water will not exist in a DPFC as the cell operating temperature is far above the water boiling point. Therefore, activation overpotential and ohmic polarization are the sources of potential drop in a direct propane fuel cell. Any change in the operating conditions or cell design that results in a decrease in activation overpotential and
ohmic polarization will improve the cell performance. Figure 5.11 shows the performance of a DPFC predicted by the model at different operating temperatures. It also shows the performance of a hydrogen PEM fuel cell at 80°C [35] and that of a DPFC at 200°C having a phosphoric acid electrolyte [32]. As temperature is increased from 150°C to 230°C, the rate of reaction increases according to Eqs. (5-23) and (5-26). This leads to a decrease in the overpotential term in the Butler-Volmer equation and a major improvement in the cell performance. It can be concluded that a DPFC operating at 230°C has comparable performance to a hydrogen PEMFC at 80°C when both operate at low current densities less than 40 mA cm$^{-2}$.

![Figure 5.11](image)

Figure 5.11. (a), (b) and (c) predicted polarization curves for a direct propane/oxygen fuel cell at different operating temperatures, (d) experimental data for a typical hydrogen/oxygen PEMFC [35], (e) experimental data for the best performed DPFC at 200°C [32].

Based on the results of the present model, the total flux of water moving from the anode to the cathode through the electrolyte phase is equal to that moving from the cathode to the anode through the electrolyte. This means that diffusion of each proton from the anode to the cathode drags one water molecule with it in the form of H$_3$O$^+$. During the diffusion of the two mobile species, an H$_3$O$^+$ species will trade places with an H$_2$O species. There is a balance in the
electrolyte phase of water molecules traveling as $\text{H}_3\text{O}^+$ from the anode to the cathode and traveling as $\text{H}_2\text{O}$ from the cathode to the anode. It can be concluded that water molecules are not transferred by diffusion from the electrolyte phase to the gas phase of the anode or cathode.

5.4. Conclusions
Proton and water transport in the electrolyte phase of a direct propane fuel cell was investigated using the concentrated solution theory and the Generalized Maxwell-Stefan (GMS) equations. The GMS equations permitted the development of a rigorous model that described the contributions of both diffusion and migration phenomena to proton transport within the electrolyte phase.

Ignoring the diffusion mechanism, as is done in simple models, leads to an incorrect overpotential distribution within the catalyst layers. This will result in an incorrect concentration profile for species in both the gas and the electrolyte phases. Although simple models can predict polarization curves correctly, they do not describe many of the phenomena in fuel cells. This reasoning is valid for all types of fuel cells.

The performance of DPFCs was shown to be similar to that of hydrogen fuel cells at certain conditions (low current densities and elevated temperatures). Although the operating temperature for the ZrP-PTFE membrane which has been developed in our research group is 150°C, the model prediction encourages improving the membrane so it will be suitable for higher temperatures up to 230°C.
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5.6. Nomenclature:

\( A_{Pt} \): platinum surface area per catalyst volume (\( m^2_{Pt} \) \( m^{-3}_{catalyst} \))

\( A_{CAT} \): specific surface area of catalyst support (Vulcan carbon) in the anode and cathode

(\( m^2_{catalyst} \) \( kg^{-1}_{catalyst} \))

\([B]\): matrix of inverted binary diffusion coefficients (s \( m^{-2} \))

\([B'] = [B]^{-1}\): inverse of the matrix of inverted binary diffusion coefficients (\( m^2 s^{-1} \))

c: molar concentration of mixture (kmol m\(^{-3}\))

c\(_i\): molar concentration of species \( i \) (kmol m\(^{-3}\))

\( \bar{d}_i \): generalized driving force for mass diffusion (m\(^{-1}\))

\( D_i \): diffusion coefficient of species \( i \) in the gas mixture (\( m^2 s^{-1} \))

\( D_0 \): diffusion coefficient of ion \( i \) in a solution (\( m^2 s^{-1} \))

\( D_{ij} \): Fickian binary diffusion coefficient (\( m^2 s^{-1} \))

\( D_{ij} \): generalized Maxwell-Stefan diffusivities for the pair \( i-j \) in multicomponent mixture (\( m^2 s^{-1} \))

\( D_p \): effective particle diameter (\( \mu m \))

\( F \): Faraday’s constant, 96485 (C kmol\(^{-1}\) charge)

\( \Delta G^\ddagger \): activation energy for the exchange current density (kJ kmol\(^{-1}\))

\( j \): volumetric current density; rate of production of proton in electrodes (A \( m^{-3} \) \( catalyst \))

\( j^0 \): exchange current density at operating conditions (A \( m^{-2} \) \( Pt \))

\( j^{0,ref} \): reference exchange current density at the reference conditions (A \( m^{-2} \) \( Pt \))

\( J \): current density (mA cm\(^{-2} \))

\( \bar{j}_i \): molar diffusion flux of species \( i \) with respect to \( n \)th component (solvent) velocity (kmol m\(^{-2}\) s\(^{-1}\))

\( L_W \): land width in the flow field (mm)

\( MW_i \): molecular weight of species \( i \) (kg mol\(^{-1}\))

\( n \): number of species

\( p_i \): partial pressure of species \( i \) (kPa)

\( P \): total pressure (kPa)

\( R \): universal gas constant, 8.314 (kJ kmol\(^{-1}\) K\(^{-1}\))

\( R_{PTFE} \): electrical resistivity in membrane (\( \Omega m \))

\( T \): temperature (K)

\( Th \): thickness of catalyst layers and membrane (\( \mu m \))
\( \bar{u} \): superficial velocity of gas mixture (m/s)

\( \eta_i \): mobility of ion \( i \) in a solution (cm\(^2\).mol/J.s)

\( X \): propane conversion (%)

\( x \): Cartesian coordinate

\( y \): Cartesian coordinate

\( y_i \): mole fraction of species \( i \) in the gas phase

\( x_i \): mole fraction of species \( i \) in the electrolyte phase

\( z \): moles of transferred electrons in anode and cathode reactions (kmol\(_{\text{electrons}} \text{kmol}^{-1} \text{propane} \) )

\( z_i \): charge number of species \( i \) (kmol\(_{\text{charge}} \text{kmol}^{-1} \text{species} \) )

**Greek letters:**

\( \alpha_A \) and \( \alpha_C \): anodic and cathodic charge transfer coefficients

\( \varepsilon \): volume fraction

\( \eta \): overpotential (V)

\( \lambda \): moles of water per mole of sulfonic acid sites

\( \mu \): dynamic viscosity (kg m\(^{-1}\) s\(^{-1}\) )

\( v_i \): stoichiometric coefficient of species \( i \), positive for reactants and negative for products

\( \rho \): mass density (kg m\(^{-3}\) )

\( \rho_{\text{CAT}} \): apparent bulk density of catalyst support (kg\(_{\text{catalyst}} \text{m}^{-3}\)\(_{\text{catalyst}} \) )

\( \sigma_{\text{ZrPPTFE}} \): ionic conductivity in membrane (Sm\(^{-1}\) )

\( \phi \): electrical potential (V)

\( \phi^{\text{EQ}}_{\text{Pt}} \): equilibrium potential of catalyst phase (V)

\( \phi^{\text{EQ}}_{\text{ELY}} \): equilibrium potential of electrolyte phase (V)

**Subscripts and superscripts:**

A: anode

C: cathode

C\(_3\): propane

C\(_3\)Ox: propane oxidation reaction on Pt catalyst

ELY: electrolyte phase in the membrane, anode and cathode catalyst layers containing solid ZrP and mobile H\(_2\)O and H\(^+\)
EQ: equilibrium state
G: gas mixture
i: species in gas or solid phase; propane, water, CO$_2$, O$_2$, H$^+$ and ZrP
ML: membrane layer
O$_2$Rd: oxygen reduction reaction on platinum catalyst
Pt: platinum catalyst
ref: reference conditions
ZrP: zirconium phosphate in the electrolyte phase

**Abbreviations:**

FEM: finite element method
GMS: Generalized Maxwell-Stefan
MEA: membrane electrode assembly
MS: Maxwell-Stefan
PTFE: polytetrafluoroethylene
ZrP: zirconium phosphate
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CHAPTER 6

GLOBAL SUMMARY AND ANALYSIS

This chapter integrates the material addressed in the three publications presented in Chapters 3, 4 and 5, and illustrates how the primary objective was met.

The principal objective of this dissertation was to identify parameters that would improve the performance of direct propane fuel cells by taking the advantages of computational analysis. A rigorous mathematical model was created to investigate the effect of the main parameters, including operating conditions, engineering design, and material, on the DPFCs' performance. This model was developed in three stages which are described in sections 6.1 to 6.3. Each stage has its own objectives supporting the principal goal of the research.

6.1. Model for the Anode
Several phenomena affect the maximum power that can be generated by a fuel cell. Two of the most important phenomena are the rates of reaction at the anode catalyst layer and at the cathode catalyst layer. They control the rate of proton generation and consumption. The cathodic reaction in a DPFC, which is oxygen or air reduction, is similar to that in a hydrogen fuel cell. Hence, the anodic reaction, the slow rate of propane oxidation, is responsible for the poor performance of DPFCs. As a consequence, the rate of the anodic reaction in a DPFC needs to be improved in order to enhance the overall cell performance.

In order to improve the reaction rate at the anode catalyst layer some ideas were proposed including (i) operation at a temperature range that is higher than the conventional temperatures used for PEM fuel cells, 70-85°C; (ii) employing zirconium phosphate (ZrP) as the electrolyte material instead of Nafion, a commercial electrolyte for PEM fuel cells; and (iii) using interdigitated flow fields instead of serpentine flow fields, that are often used.
Operating at high temperatures, within the range of 150°C to 200°C, would improve the anodic reaction rate because reaction kinetics become faster when the temperature is increased. Moreover, no liquid water is present at these temperatures so that gaseous propane can reach the catalyst sites without interference from a liquid phase diffusion layer.

A necessary requirement for operation at high temperatures is to employ electrolyte materials, such as ZrP, which poses an acceptable proton conductivity at high temperatures. The proton conductivity of Nafion is significantly affected by the level of water content and declines substantially as the temperature is increased toward the boiling point of water.

Finally, the anodic rate of reaction is a linear function of the propane partial pressure. Thus, maintaining the partial pressure of the propane at the maximum possible value (inlet partial pressure) will be beneficial. This can be done by using interdigitated flow fields to distribute propane throughout the anode catalyst layer and to collect products from the anode catalyst layer. As a result, the concentration of reactants remains constant along the length of the feedstock channel. In contrast, in the conventional serpentine flow fields, reactants diffuse from the feedstock channel to the catalyst layer and products return from the catalyst layer to the same feedstock channel. Therefore, partial pressures of reactants in the feedstock channel decrease along the length of the feedstock channel.

An isothermal mathematical model for the anode catalyst layer was developed during the first stage of the work. Other parts of the fuel cell, i.e., cathode catalyst layer and the membrane layer were not considered in this preliminary model. The specific objective was to investigate possible improvement in the anodic reaction rate without dealing with a mathematically complex model for the whole fuel cell. The outcome of this step was expected to indicate whether or not DPFCs could be improved in comparison with hydrogen fuel cells.

There are three coexisting phases in the anode catalyst layer. They are the "gas phase" containing reactants and products, the "solid catalyst phase" containing the carbon support and platinum, and the "solid electrolyte phase". The later consists of stationary ZrP containing mobile H₂O and H⁺ that can be transferred. The governing equations were developed to represent the physical
behaviour of the anode catalyst layer. More specifically, these equations were developed for the "gas phase" and the "solid electrolyte phase". Electron transport in the "solid catalyst phase" was assumed to be infinitely fast by giving the electrical potential within this phase a constant value. Finally, the model is isothermal, and heat transfer effects were not included.

There are two possible approaches to model the "solid electrolyte phase", i.e., simple approach and rigorous approach. The former has been used in the vast majority of fuel cell models and was also used in this model of the electrolyte phase. In this approach, species transport in the electrolyte phase is described by migration phenomenon only. In other words, electrically charged species such as protons move in the electrolyte phase in response to an electric field (i.e. an electrical potential gradient).

The anode model predicted a lower anodic overpotential compared to previously published DPFC results. Indeed, a lower anodic overpotential results in a higher cell potential. This improvement was due to the modifications, including different reaction conditions (100% gas phase at 150°C), a different electrolyte material (ZrP), and a different type of flow fields (interdigitated).

In summary, the results showed that a major improvement in the anodic reaction rate is attainable by applying the above mentioned modifications. The conclusion was that the proposed modified DPFC could be promising as an alternative to hydrogen fuel cells. This investigation was published in a journal paper presented in Chapter 3.

6.2. Fuel Cell Model, Simple Approach
In the second stage of the work, the anode model, described in section 6.1, was expanded to include the entire fuel cell including the three sub-domains, i.e., the anode catalyst layer, the cathode catalyst layer and the membrane layer. Three specific objectives for this development were: to predict the performance of an isothermal DPFCs at different operating conditions, to conduct parametric studies, and to develop a mathematical procedure for sub-domain coupling.
A comparison of polarization curves, plots showing cell potential as a function of electrical current density, is one criterion for assessing fuel cell performance. To perform this evaluation, the whole fuel cell has to be modeled. It must include the anode catalyst layer, the cathode catalyst layer and the membrane layer. In this work, the assessment was done at different operating conditions.

In addition to the examination of the fuel cell polarization curves, parametric studies can also be performed by using a fuel cell model in order to optimize desirable variables. The effects of independent variables (such as flow field dimensions and temperature) on key dependent variables (such as power generated by the fuel cell and reactant conversion) were investigated.

Finally, a general mathematical procedure was required for coupling sub-domains. The "solid electrolyte phase" is present in the anode catalyst layer, the membrane layer, and the cathode catalyst layer. In order to calculate a continuous profile for dependent variables in the solid electrolyte phase, a method had to be developed to couple the anode catalyst layer to the membrane layer, and the membrane layer to the cathode catalyst layer. This method had to satisfy an important constraint within the fuel cell. It had to force the amount of protons produced in the anode to be equal to those consumed in the cathode.

Governing equations and boundary conditions were developed for the anode and cathode catalyst layers and the membrane layer. There were three phases in the cathode catalyst layer which were similar to those already explained in section 6.1 for the anode catalyst layer. The membrane layer consisted of polytetrafluoroethylene (PTFE) as membrane support and ZrP as electrolyte material. Consistent with the previous stage of the work, the simple approach was used to model transport in the solid electrolyte phase throughout the whole fuel cell.

The model, that was developed during this stage of the work, was able to predict polarization curves for a DPFC having interdigitated flow fields, a ZrP-PTFE electrolyte, and an operating temperature of 150°C. As there were no experimental data for such a DPFC, the model results were compared to published data for DPFCs with other types of electrolytes and flow fields. The reasonable agreement of the polarization curves indicated that (i) the simple model could be used
for overall evaluation of the DPFCs, when polarization curve prediction was the criterion for the validity of the model, and (ii) the mathematical approach to couple the sub-domains was successful. The results pertinent to this research were published in a journal paper presented in Chapter 4.

It is desirable to decrease the propane concentration in the outlet stream of the direct propane fuel cells as much as possible. The unconverted propane at the outlet stream cannot be released in the environment where the fuel cell is used. In Chapter 4, it was also shown that the propane concentration in the outlet stream of the fuel cell could be controlled by using interdigitated flow-fields. Using this type of flow-fields, it is possible to choose the residence time by adjusting the distance between the feedstock channels and the product channels so that propane conversion can approach 100%.

Although the simple model could predict the polarization curves, it was not able to correctly calculate other important variables (overpotential and electrical potential gradient in the electrolyte phase). This issue also was discussed in Chapter 4. The reason was attributed to the representation of proton transport by proton migration only and the absence of proton diffusion. Therefore, a more rigorous model that accounted for the proton diffusion phenomena was developed in the last step of the work.

The problems discussed in Chapter 4 (the second paper) as the result of migration only model do not affect polarization curves. Since Chapter 3 (the first paper) did not discuss anything other than polarization curves, the problems identified in Chapter 4 did not have any impact on Chapter 3.

6.3. Fuel Cell Model, Rigorous Approach

The simple model, which was described in section 6.2, was able to predict the overall performance of DPFCs such as polarization curves. However, as shown in Chapter 4, the simple model was erroneous in prediction of some important variables within the cell such as potential gradient and overpotential profiles. The reason for this deviation was attributed to the limitation of the simple models in describing the species transport in the electrolyte phase. In a more
comprehensive model, the transport of ionic species was described in response to both the electrical potential gradient and the concentration gradient. The specific objective for this stage of the work was to successfully predict the variation of all the desired variables within the fuel cell.

A rigorous approach was employed in order to account for both driving forces involved in proton and water transport in the proton conductor phase, i.e., electrical potential gradient and proton concentration gradient. In this approach, concentrated solution theory was applied by using the generalized Stefan-Maxwell equations. An isothermal model was developed and the results presented in Chapter 5 were submitted to a journal for publication.

The results of the rigorous model showed that protons are driven from the cathode to the anode as a result of electrical potential gradient (Figure 6.1) and from the anode to the cathode as a result of proton concentration gradient (Figure 6.2). The net proton flux is influenced by both electrical potential gradient and proton concentration gradient which is shown in Figure 6.3. It can be conclude that the proton flux in the electrolyte phase caused by the proton concentration gradient was greater than that caused by the electrical potential gradient. Moreover, the proton flux caused by the electrical potential gradient predicted by the simple models was opposite to the direction known to be correct. Therefore, the electrical potential profile and consequently the overpotential profile in the simple model were incorrect. As the rate of anodic and cathodic reactions are exponential functions of overpotential, a small deviation in overpotential can cause substantial error in the rate of reactions. Consequently, the conversion of propane and oxygen calculated by the simple model had a significant error.

The rigorous model was used to predict polarization curves and to conduct parametric studies for DPFC having interdigitated flow fields and ZrP-PTFE electrolyte. At low current densities, the performance of DPFCs at 230°C was shown to be similar to that of hydrogen fuel cells. The improvement in fuel cell potential at low current densities indicated that the activation overpotential had decreased significantly. However, the potential loss due to the ohmic resistance of the electrolyte phase will have to be decreased if further improvement in DPFC performance is to be achieved. In other words, DPFCs would be competitive if a membrane with acceptable conductivity at high temperatures (230°C) could be developed.
Figure 6.1. electrical potential gradient (V), higher at the cathode.

Figure 6.2. proton concentration gradient (mole fraction), higher at the anode.

Figure 6.3. net proton flux from the anode to the cathode influenced by both electrical potential gradient and proton concentration gradient.
CHAPTER 7

CONCLUDING REMARKS

This research focused on the development of a computational tool to assess the performance of direct propane fuel cells as a possible alternative to hydrogen fuel cells. Two isothermal mathematical models were developed from conservation principles and constitutive equations. The systems of equations were solved numerically by implementing a finite element method in FreeFEM++ software. For this implementation, developing code in C++ and using the existing library of C++ classes and tools in FreeFem++ were required. Model validation was performed using the experimental data which were available in the literature for DPFCs having different types of electrolyte materials. Results generated by the models illustrated how the various transport mechanisms occurring within the electrolyte phase influenced the model predictions. Some parametric studies were conducted to propose operating conditions and equipment design parameters that would lead to an improved performance for DPFCs.

Details of the investigations were presented in journal papers in the previous chapters. Section 7.1 highlights the most important findings of these investigations. Section 7.2 underscores the major contributions made in each paper. Section 7.3 provides a list of research topics that are suggested for further improvements in the present models and better understanding of DPFCs.

7.1. Conclusions

The main conclusions from the dissertation are summarized below.

1- It was shown that the performance of a DPFC could be equivalent to that of a hydrogen fuel cell operating at 30 mA/cm$^2$. This performance was predicted for a DPFC having a ZrP-PTFE composite membrane with a proton conductivity of 0.05 S/cm, interdigitated flow fields with a land width of 4mm and operating conditions of 230°C and 1 atm.
2- Both migration and diffusion phenomena contribute to proton transport in the electrolyte phase. Therefore, both of them must be considered to correctly calculate the distribution of electrical potential and overpotential in the electrolyte phase of the electrodes.

3- A simple model which considers only the migration phenomenon as the mechanism of proton transport can predict the polarization curve with an acceptable accuracy.

4- A large fuel utilization at the anode (approximately 100% propane conversion) can be achieved by using interdigitated flow fields and adjusting its land width. Hence, a major concern about direct hydrocarbon fuel cells, that of the emission of unconverted fuel at the user's site, was addressed by employing interdigitated flow fields.

5- Acceptable pressure drops (0.1 kPa/mm) in the fuel cells equipped with interdigitated flow fields can be obtained by increasing the thickness of the catalyst layer. High pressure drop is considered to be a drawback for interdigitated flow fields.

6- Increasing land width leads to a minor negative effect on the DPFC's polarization curve.

7- The combination of two factors, an operating temperature greater than 150°C and an electrolyte material (ZrP-PTFE) that would conduct protons at these temperatures, eliminated the presence of water in the liquid phase. The absence of liquid phase water leads to less severe corrosion. That makes the use of non-precious metal catalysts possible. Specifically, the platinum anode catalyst can probably be replaced by a nickel catalyst.

8- The present model can be used to design a preliminary DPFC having interdigitated flow fields and ZrP-PTFE electrolyte.

9- In order to make the performance of DPFCs equivalent to that of hydrogen fuel cells at high current densities (beyond 30 mA/cm²), it will be necessary to develop a membrane with a higher proton conductivity than the ZrP-PTFE membrane used here.
7.2. Contribution to Knowledge

A summary of original contributions to knowledge is presented in this section:

1- The first two-dimensional model for an anode catalyst layer of a DPFC was developed (Chapter 3).

2- The combination of specific operating conditions (150°C, 1 atm, 0.0186 cm³/sec propane per feed channel), engineering design (interdigitated flow field with a land width of 10 mm and catalyst thickness of 400µm), and materials (ZrP-PTFE membrane having a proton conductivity of 0.04 S/cm, and Pt/C catalyst with 41.4 m²Pt/cm³ catalyst) predicted a major improvement in the DPFC’s performance. This improvement was caused by the predicted decrease in the anode overpotential, when compared to published data for DPFCs (Chapter 3).

3- The proposed flow-fields (interdigitated) permitted the dimension of the reaction zone, that is the distance between the feed channels and product channels, to be adjusted. It was shown that with suitable adjustments a 98% propane conversion was obtained (Chapter 3).

4- The first two-dimensional model for a DPFC was developed. Like the vast majority of fuel cell models, migration was the only mechanism of transport for charged species. This model neglected diffusion of charged species in the electrolyte phase. (Chapter 4).

5- A unique mathematical approach was developed. Three sub-domains were coupled within the main domain in such a way that the flux of specific variables at the exterior boundaries was zero. This approach is applicable to all types of fuel cells (Chapter 4).

6- The first rigorous mathematical model for a DPFC was developed in which both diffusion and migration phenomena were combined as the mechanisms of charged species transport in the electrolyte phase. The Generalized Stefan-Maxwell equations were used to account for both migration and diffusion phenomena within the electrolyte phase. Again, this method can be applied in all types of fuel cells (Chapter 5).
7- This is the first time that the results of the migration-only model and those of the rigorous model (diffusion plus migration) were compared. More importantly, some instructive calculated results were shown within the electrolyte phase, including the variations of proton concentration, electrical potential, overpotential, and net flux of protons. Most fuel cell models are simple models and cannot correctly calculate key variables such as electrical potential and overpotential within the electrolyte phase, and concentration of reactants in the gas phase of the catalyst layers. The model developed in this thesis overcomes those deficiencies (Chapter 5).

8- It was shown that a DPFCs' performance can be similar to hydrogen fuel cells at low current densities. More specifically, at low current densities, the power generated by a DPFC is close to that generated by a hydrogen fuel cell (Chapter 5).

7.3. Recommendations
More research effort is required for direct propane fuel cells to become promising alternatives to hydrogen fuel cells. The following could be performed:

1- Experimental data should be produced by a DPFC having interdigitated flow fields and ZrP electrolyte. It is essential to tune the model using experimental data so that it predicts the dependent variables accurately.

2- The proton conductivity of the electrolyte material should be measured as a function of water content and temperature. Experimental measurements for diffusivity of water in ZrP-PTFE, and propane cross-over are also required to enhance the accuracy of the model results.

3- Heat balance calculations to design the coolant channels in the stack are required. In order to model a fuel cell stack composed of several direct propane fuel cells, a non-isothermal model is necessary. The reactions in the anode and cathode of a DPFC are endothermic and exothermic, respectively, yet the whole fuel cell generates heat. Thus, some part of the generated heat at the cathode of a fuel cell may be transferred to the anode of its adjacent fuel cell to be consumed at the endothermic anodic reaction. The excess heat has to be removed from the fuel cell stack.
4- In order to develop a more robust model especially at high current densities, it is recommended that the reaction term be solved implicitly.
To implement a partial differential equation (PDE) in FreeFEM software, it has to be written in variational form. Consider the following general equation and boundary conditions:

\[
\frac{\partial u}{\partial t} - k \Delta u = 0 \quad \text{in} \ \Omega(0, t) \quad (1)
\]

\[u(x, y, 0) = f(x) \quad \text{initial condition} \quad (2)\]

\[k \frac{\partial u}{\partial n} = f(u) \quad \text{boundary condition} \quad \text{on} \ \Gamma(0, t) \quad (3)\]

where,

\(\Omega\): modeling domain

\(\Gamma\): modeling boundary

\(f(x)\): arbitrary function

\(k\): constant

\(n\): normal direction

\(t\): time

\(u\): arbitrary variable, function of \(x\), \(y\), and time

Variational formulation of equation (1) is shown in equation (4):

\[
\int_{\Omega} u^n \omega \, dx \, dy - \int_{\Omega} u^{n-1} \omega \, dx \, dy + dt \int_{\Omega} k \nabla u^n \cdot \nabla \omega \, dx \, dy - \int_{\Gamma} f(u) \omega \, dx = 0 \quad (4)
\]

where,

\(u^n\): value of \(u\) at time \(n\)

\(u^{n-1}\): value of \(u\) at time \(n-1\)

\(\omega\): test function
Two examples are presented in the following paragraphs in order to show how a PDE is written in variational form. The anode catalyst layer has been chosen for this purpose.

1- Conservation of momentum is solved by the linear term of the Ergun equation, Equation (5):

\[-\nabla p = 150 \left[ \frac{\mu_G (1-e_G)^2}{D_p^2 e_G^3} \right] \bar{u} \tag{5}\]

Considering the constant coefficient $150 \left[ \frac{\mu_G (1-e_G)^2}{D_p^2 e_G^3} \right]$ to be equal to $K_{Ergun}$ results in Equation (6):

\[-\nabla p = K_{Ergun} \bar{u} \tag{6}\]

Divergence of Equation (6) will result in:

\[-\nabla \cdot (\nabla p) = K_{Ergun} \nabla \cdot \bar{u} \tag{7}\]

Divergence of velocity $\nabla \cdot \bar{u}$ can be calculated from the continuity equation, Equation (8):

\[\frac{\partial (\varepsilon_G \rho_G)}{\partial t} + \nabla \cdot (\varepsilon_G \rho_G \bar{u}) + \sum_{l}^{n} \frac{\nu_l MW_l j}{zF} = 0 \tag{8}\]

\[\varepsilon_G \frac{\partial \rho_G}{\partial t} + \varepsilon_G \bar{u} \cdot \nabla \rho_G + \varepsilon_G \rho_G \nabla \cdot \bar{u} + \sum_{l}^{n} \frac{\nu_l MW_l j}{zF} = 0 \]

\[\nabla \cdot \bar{u} = \frac{1}{\varepsilon_G \rho_G} \left[ -\varepsilon_G \frac{\partial \rho_G}{\partial t} - \varepsilon_G \bar{u} \cdot \nabla \rho_G - \sum_{l}^{n} \frac{\nu_l MW_l j}{zF} \right] \tag{9}\]

Combining Equations (7) and (9) results in:
\[ -\Delta P = \frac{K_{Ergun}}{\rho_G} \left[ -\frac{\partial \rho_G}{\partial t} - \bar{u} \cdot \nabla \rho_G - \sum_{l}^{n} \frac{n}{\varepsilon_{GZ} F} \right] \]  

(10)

\[ -\Delta P = \frac{K_{Ergun}}{\rho_G} \left[ -\frac{\partial \rho_G}{\partial t} - \mathbf{u}_x \frac{\partial \rho_G}{\partial x} - \mathbf{u}_y \frac{\partial \rho_G}{\partial y} - \sum_{l}^{n} \frac{n}{\varepsilon_{GZ} F} \right] \]  

(11)

Gas density is to be calculated by ideal gas law:

\[ \rho_G = \frac{PM}{RT} \]

Eq. 12 shows the variational form of Eq. 11:

\[ \int_{\Omega} \left( \frac{\partial P}{\partial \omega} \frac{\partial \omega}{\partial x} + \frac{\partial P}{\partial \omega} \frac{\partial \omega}{\partial y} \right) dx dy = - \int_{\Omega} \left( \frac{K_{Ergun}}{\rho_G} \right) \left( \frac{\rho_G^n - \rho_G^{n-1}}{dt} \right) \omega dx dy \]

\[ - \int_{\Omega} \left( \frac{K_{Ergun}}{\rho_G^n} \right) \left( \mathbf{u}_x \frac{\partial \rho_G}{\partial x} + \mathbf{u}_y \frac{\partial \rho_G}{\partial y} \right) \omega dx dy \]

\[ - \left( \frac{K_{Ergun}}{\rho_G^n} \right) \left( \frac{MW_p j}{1000 \varepsilon_{GZ} F} + \frac{6MW_{H2O} j}{1000 \varepsilon_{GZ} F} - \frac{3MW_{CO2} j}{1000 \varepsilon_{GZ} F} \right) \omega dx dy \]

\[ + \int_{\Gamma} \frac{\partial P}{\partial y} \omega dy \]  

(12)

2- Conservation of species (water and proton) in the electrolyte phase is expressed by Equations (13) and (14).
\[-\nabla \cdot \left( c_{ELY} \left( B'_{H_2O-H_2O} - B'_{H_2O-H^+} \right) \nabla x_{H^+} \right) + \nabla \cdot \left( c_{ELY} B'_{H_2O-H^+} \frac{F x_{H^+}}{RT} \nabla \phi_{ELY} \right) - \frac{j}{zF} = 0 \quad (13)\]

\[\nabla \cdot \left( c_{ELY} \left( B'_{H^+-H^+} - B'_{H^+-H_2O} \right) \nabla x_{H^+} \right) + \nabla \cdot \left( c_{ELY} B'_{H^+-H^+} \frac{F x_{H^+}}{RT} \nabla \phi_{ELY} \right) + \frac{j}{zF} = 0 \quad (14)\]

Using the format in Equation (4), variational form of Equations (13) and (14) could be written as Equations (15) and (16), respectively:

\[
\int_{\Omega} \frac{c_{ELY} F}{RT} \phi_{ELY}^n \omega \, dx \, dy
\]

\[- \int_{\Omega} \frac{c_{ELY} F}{RT} \phi_{ELY}^{n-1} \omega \, dx \, dy
\]

\[+ \, dt \int_{\Omega} c_{ELY} \left( B'_{H_2O-H_2O} - B'_{H_2O-H^+} \right) \left( \frac{\partial x_{H^+}^n}{\partial x} \frac{\partial \omega}{\partial x} + \frac{\partial x_{H^+}^n}{\partial y} \frac{\partial \omega}{\partial y} \right) \, dx \, dy
\]

\[- \, dt \int_{\Omega} c_{ELY} B'_{H_2O-H^+} \frac{F x_{H^+}}{RT} \left( \frac{\partial \phi_{ELY}^n}{\partial x} \frac{\partial \omega}{\partial x} + \frac{\partial \phi_{ELY}^n}{\partial y} \frac{\partial \omega}{\partial y} \right) \, dx \, dy
\]

\[- \, dt \int_{\Gamma} \frac{j}{zF} \omega \, dx \, dy - \int_{\Gamma} f(u) \omega \, dx = 0 \quad (15)
\]

\[
\int_{\Omega} \frac{c_{ELY} F}{RT} x_{H^+}^n \omega \, dx \, dy
\]

\[- \int_{\Omega} \frac{c_{ELY} F}{RT} x_{H^+}^{n-1} \omega \, dx \, dy
\]

\[+ \, dt \int_{\Omega} c_{ELY} \left( B'_{H^+-H^+} - B'_{H^+-H_2O} \right) \left( \frac{\partial x_{H^+}^n}{\partial x} \frac{\partial \omega}{\partial x} + \frac{\partial x_{H^+}^n}{\partial y} \frac{\partial \omega}{\partial y} \right) \, dx \, dy
\]

\[- \, dt \int_{\Omega} c_{ELY} B'_{H^+-H^+} \frac{F x_{H^+}}{RT} \left( \frac{\partial \phi_{ELY}^n}{\partial x} \frac{\partial \omega}{\partial x} + \frac{\partial \phi_{ELY}^n}{\partial y} \frac{\partial \omega}{\partial y} \right) \, dx \, dy
\]

\[+ \, dt \int_{\Omega} \frac{j}{zF} \omega \, dx \, dy - \int_{\Gamma} f(u) \omega \, dx = 0 \quad (16)
\]