Border Effects and North American Economic Integration: Where Are We Now?

ABSTRACT

In the first part of the study, we review and discuss the recent evolution of the literature on border effects in light of Anderson and van Wincoop’s (2001) proposed solution to the border puzzle. We argue that these authors have taken a critical step forward regarding the information contained in border effect estimates. In the second part of the study, we estimate border effects for Canada and the ten provinces with a sample spanning the years 1981-2001. For most provinces and for Canada as a whole, the border effect on goods trade appears to have been declining steadily over the 1981-2000 period.

INTRODUCTION

With globalization and the gradual elimination of trade barriers, especially among trading blocs of industrialized countries, the phlegmatic observer might have been tempted to anticipate the emergence of a borderless world. The Canada-U.S. situation might even have been at the top of a list of case studies documenting this forecast. The two economies share many institutional, political, social, and cultural features. Goods and capital should flow freely across this border, a large part of which appears to be an artificial straight line drawn over the 49th parallel by an unimaginative geographer.

This is basically why McCallum’s 1995 study — stating that national borders do matter a lot — drew so much attention from economists and policy makers. That result was very surprising and, for some, embarrassing. Some saw it as an economic puzzle that needed solving (Obstfeld and Rogoff, 2000;
Grossman, 1998). Others took that conclusion very seriously and put in a lot of productive effort to illustrate its robustness and to document and analyze its policy implications (Helliwell, 1998).

The purpose of this study is twofold. First, we propose to look at the recent evolution of the literature on the border effect from the viewpoint of an outsider, a Canadian regional economist. We will argue that the recent trend of research in this area (Brown, 2003; Brown and Anderson, 2002; and particularly Anderson and van Wincoop, 2001) is likely to change the direction of the economic and policy debate on the subject. Recent studies use a newly released U.S. interstate trade database that unveils, in our view, a crucial new stylized fact: the effect of the Canada-U.S. border is a magnitude larger when measured with interprovincial trade data than with interstate trade data. The theoretical explanation for this stylized fact proposed by Anderson and van Wincoop (2001) is a decisive step toward solving the border effect puzzle. Using the theoretical model of resistance to trade developed by Anderson in 1979, Anderson and van Wincoop explain that most of the differences in border effect estimates calculated from the two databases can be attributed to the fact that the Canadian economy is considerably smaller than the U.S. economy [as measured by the gross domestic product (GDP)]. We will show, however, that this explanation of the border puzzle is incomplete because it does not incorporate the concepts of distance and density. As Brown (2003) phrased it, spatial structure matters. Second, we make use of well-known aggregate provincial data on trade flows to indirectly estimate Canadian border effects for the 1981-2000 period. Border effects are usually estimated using (more or less compatible) detailed North American regional data, but only for the 1988-96 period. Extending the period under study gives new insight into the time-trend evolution of Canadian border effects. For most provinces and for Canada as a whole, the border effect on goods trade appears to have been declining over the entire 1981-2000 period. This finding is likely to challenge the common wisdom (Helliwell, 1998) that the decline of the border effect in the 1990s is observed only in the period following the introduction of the Free Trade Agreement (FTA) and that border effects have been stable ever since. This is not the case, however, for the border effects on services trade for which the FTA story appears to adequately capture time-series evidence.

In the second section, we briefly synthesize the origin and meaning of the border effect, starting from the gravity model of trade. In the third section, we analyze recent contributions that use the new interstate trade data and we closely examine the critical theoretical analysis proposed by Anderson and van Wincoop (2001). In the next section, we show how and why these authors’ focus on economic size is a shortcut that does not take into account other important factors such as distance and density. Brown (2003) has recognized the possible
role of distance and density (the spatial structure) in explaining the differences in border effect estimates derived from interprovincial trade data and from interstate trade data. In the fifth section, we revisit two dominant interpretations of the border effect in the light of the recent analysis. The sixth section contains our time-series extension on Canadian border effects for goods and for services. We conclude with a policy discussion in the final section.

THE BORDER EFFECT STORY

THE GRAVITY EQUATION

The starting point for the border effect discussion is the gravity equation, which has long been known for its strong fit with cross-country international trade data (Tinbergen, 1962; Linneman, 1966). The simple form of the gravity equation relates trade between two countries \( i \) and \( j \) to the product of the GDP \( (Y) \) of both countries, divided by the distance between the two. More specifically, in the following gravity equation,

\[
\text{trade}(ij) = \frac{AY_i b Y_{ij} c}{\text{dist}(ij)^d},
\]

where \( b \) and \( c \) are the income elasticities of trade and \( d \) is the distance elasticity. Other variables, including the participation in trade blocs, might enter the gravity equation in a multiplicative way through parameter \( A \). Equation (1) is usually tested with a multiplicative error term in the following linear logarithmic form:

\[
\ln \text{trade}(ij) = a + b \ln Y_i + c \ln Y_j - d \ln \text{dist}_{ij} + \epsilon_{ij}.
\]

The gravity relation was originally an empirical regularity, before it became an economic model. Anderson (1979) proposed a theoretical foundation for the gravity relation based on goods differenced by place of origin, a CES (constant elasticity of substitution) utility function, and distance being a proxy for transportation costs. Other theoretical frameworks were developed for gravity in the 1980s, notably works by Bergstrand (1985) and Helpman (1984).

The empirical regularity was slowly becoming the gravity model but it was not yet famous. It was the work of a Canadian economist, using newly released, unique Canadian regional trade data, that put the gravity model in the headlines in 1995. McCallum (1995) used the gravity model to compare interprovincial trade data with province-state trade data. He asked the question: Do borders matter? His answer was: Yes.
McCallum’s Border Effect

The central finding of McCallum’s famous study is that testing regression equation (2) with interprovincial trade data and province-state trade data for the year 1988 clearly underpredicts interprovincial trade by a substantial multiplicative factor. He estimated the following gravity equation:

\[ \ln \text{trade}(ij) = a + b \ln Y_i + c \ln Y_j - d \ln \text{dist}_{ij} + e \text{ DUMMY}_{ij} + \varepsilon_{ij}, \]

where the dummy variable takes the value 1 for interprovincial trade and the value 0 for province-state trade. The point estimate of parameter \( e \) was around 3 and McCallum interpreted this as:

Other things equal, trade between two provinces is more than 20 times larger than trade between a province and a state \([\exp(3.09) = 22]\).

(p. 616)

The original Canadian data were the only ones for which the effect of borders on trade could be tested directly, and only data for the year 1988 (pre-FTA) were available at the time. McCallum anticipated correctly at the end of his study that the FTA and NAFTA (North American Free Trade Agreement) would lead to a radical shift in regional and international trade patterns. The uniqueness of Canadian trade data made replication of McCallum’s findings with other detailed data banks impossible at the time. Nevertheless, McCallum concluded his famous study with a statement that suggests his results could be extended to borders in general:

The fact that even the relatively innocuous Canada-U.S. border continues to have a decisive effect on continental trade patterns suggests that national borders in general continue to matter. (p. 622)

The border effect was born.

Further Estimates of McCallum’s Border Effects

John Helliwell took McCallum’s result very seriously and subsequently produced a series of studies documenting, analyzing, and extending the border effect story of Canada-U.S. trade (Helliwell and McCallum, 1995; Helliwell, 1996, 1998). Overall, Helliwell’s research illustrates the robustness of McCallum’s finding, but it highlights the fact that the border effect tended to decrease rapidly following the FTA. Nevertheless, the parameter \( \exp(e) \) in regression equation (3), using Statistics Canada data banks on interprovincial trade and province-state trade, remains large. There is no trick, no cheating.
A good part of Helliwell’s contribution is methodological. He showed (1998) that using better data from a more accurate reconciliation of interprovincial and international trade data — the trade data from two different Statistics Canada data banks, data that are available only for years after 1990 — decreased the McCallum border effect by 20 percent (from 25.3 to 19.5). Furthermore, he showed that, between 1990 and 1996, the border effect dropped from 19.5 to 11.9, with most of the decrease occurring prior to 1994. He attributed this decrease to the FTA. Using gravity equations, he estimated border effects for provinces, industries, imports and exports. He produced a rough estimate of the border effect for trade in services. The border effect for services was much more significant than for goods, ranging from 42 to 29 in the 1988-96 period. He used a remoteness measure to be more consistent with Anderson’s (1979) model, but this variable does not have much effect on the point estimate of parameter $e$.

**Measures of the Border Effect Using Other Data Banks**

As was pointed out above, until the very recent development of interstate trade data, Canadian provincial data were the only real intranational trade data with which a McCallum-type border effect could be estimated. Furthermore, province-state trade data exist only since 1988.

However, there were attempts to estimate the border effect using other data banks for developed countries with rough estimates of distances for intranational trade. The usual rule followed to proxy internal distance in studies was proposed by Wei (1996). Internal trade distance for a given country is assumed to be one fourth of the distance between the capital of the country and the nearest capital of another country. Wei’s estimate of the border effect for OECD countries using this rather rough ad hoc estimate of distance was considerably smaller (just over 2) than McCallum’s estimate. Helliwell (1998) reports similar findings, with an estimated border effect of 5.6 for OECD countries sharing the same language compared to a 15.2 estimate for the interprovincial/province-state trade for the year 1992. Helliwell (1998) shows that the border effect estimates for the OECD countries were very sensitive to the (ad hoc) definition of internal distance. He then concludes:

In the meantime, it is probably appropriate to place more weight on the evidence from the province-state trade flows, with the results for the OECD countries being taken to represent the lower end of the likely range. (p. 62)
As for McCallum (1995), Helliwell assumes implicitly that a McCallum-type border effect estimated using the ratio of interprovincial trade to Canada-U.S. states trade was an observable phenomenon of a magnitude that could apply to border effects between countries. It was then assumed that the magnitude of border effects, in general, could be approximated by the point estimate of $\exp(e)$ in the regression equation (3) using a McCallum-type data bank. This point of view, however, is likely to change with the recent studies using interstate trade data (Brown, 2003; Brown and Anderson, 2002; Anderson and van Wincoop, 2001).

**WHAT DOES THE PARAMETER $\exp(e)$ MEASURE?**

Before going further, it is important to describe exactly what is the McCallum-type border effect [parameter $\exp(e)$]. What exactly does the high value measure? To this end, we return to the gravity equation (1) in its multiplicative form and process it in a non-formal way to get a simple stylized result. With a border effect like the one modelled in equation (3), equation (1) becomes:

\[
\text{trade}(ij) = \frac{AY(i)^{\beta}Y(j)^{\gamma} \exp(e \cdot DUMMY)}{\text{dist}(ij)^{d}}.
\]

To simplify the discussion, assume we are estimating the border effect for only one province, say, Quebec (as in Helliwell, 1996), which is province $q$. In this example, $i$ takes the value $q$ for Quebec and $j$ is either $p$ for the other nine provinces or $s$ for the U.S. states. Using solutions to equation (4) for which the DUMMY takes the value 1 for Quebec-province ($q_p$) trade and the value 0 for Quebec-state ($q_s$) trade (for the 30 largest states used in McCallum’s analysis), we get the following expression after manipulations:

\[
\exp(e) = \frac{\sum_{p=1}^{9} \frac{\text{trade}(qp) \cdot \text{dist}(qp)^{d}}{Y(p)^{\beta}}}{\sum_{s=1}^{30} \frac{\text{trade}(qs) \cdot \text{dist}(qs)^{d}}{Y(s)^{\gamma}}}.
\]

McCallum’s border effect estimate of 22, from his study published in the *American Economic Review* (1995), is a linear least-squares estimation using cross-sectional data. The border effect parameter is the ratio of interprovincial weighted trade to international weighted trade. The trade between Quebec (or all other Canadian provinces in the general case) and its trading partners is weighted by distance (multiplied) and GDP (divided). The typical point estimate of the distance parameter is 1.4 and the parameter estimates for GDP elasticity
are often very close to unity. Some studies (such as Anderson and van Wincoop, 2001), in their replication of the McCallum border effect parameter estimate for the year 1993, show that imposing income elasticities equal to unity, as suggested by Anderson’s gravity model, does not change much the estimated value of \( \exp(e) \).

The bottom line here is: What is really meant by “after controlling for scale and distance” is that interprovincial trade is 16.4 times more important than province-state trade. The number 16.4 is a ratio of weighted trade. Given the multiplicative form of the gravity model, in border effect estimates, trade is weighted by the reverse of GDP and multiplied by distance exponent 1.4. In the rest of this study, we will use the term “weighted trade” to indicate that we are not talking about trade in its usual sense. Precision is needed in the following discussion of Anderson and van Wincoop’s (2001) study since the exact understanding of their contribution, and its limits, is related to the notion of weighted trade.

**SIZE AND RESISTANCE TO TRADE: A PROPOSED SOLUTION TO THE BORDER PUZZLE**

We now look at recent contributions to the border effect literature and focus on the key issues related to this topic in the rest of the study. We believe that these issues are not related to the estimation of \( \exp(e) \), but instead to the interpretation of the result. Discussion of the significance of the border effect in the Canadian context was fundamentally changed following the publication of Anderson and van Wincoop’s (2001) NBER Working Paper. To directly outline the issues raised in this important study, let us just quote from its abstract:

> McCallum’s spectacular headline number is the result of omitted variable bias and the small size of the Canadian economy.

Two major points are made in their study: the size effect and the omitted variable bias. Both could be addressed separately even if, as we will show later, they are partly related. But before we get to them, we will briefly discuss a key stylized fact revealed in recent contributions to the literature, a fact intrinsically related to Anderson and van Wincoop’s important analysis.
THE CANADA-U.S. BORDER EFFECT IS NOT SYMMETRIC

THREE RECENT STUDIES ON THE BORDER EFFECT (Anderson and van Wincoop, 2001; Brown 2003; Brown and Anderson, 2002) have prepared the ground for a new interpretation of the border effect. The border effect is a magnitude smaller (between six and twelve times) when measured as the ratio of interstate to U.S. cross-border weighted trade rather than using McCallum’s method, which is the ratio of interprovincial weighted trade to Canadian cross-border weighted trade. In itself, this point is very important since it shows that the border does not have an equal effect on all countries in terms of weighted trade. The border matters much more — an order of magnitude more — for Canadian weighted trade patterns than for U.S. weighted trade patterns.

Interestingly, Brown (2003) and Brown and Anderson (2002) used a disaggregated database by sector, unlike Anderson and van Wincoop (2001), and arrived at very comparable results. Their econometric methodology is also markedly different since they control for wages, productivity, and spatial factors in estimating the gravity equation. Overall, the result of a non-symmetrical border effect that emerges from the new interstate trade data appears very robust and should now be considered a stylized fact.

Following McCallum’s conclusion in his 1995 study, many have suggested that McCallum’s border effect estimate was the only reliable estimate of a general phenomenon (the importance of a country’s borders for trade). The three recent studies demonstrate that the McCallum-type border effect estimates were extremely sensitive to whether one compared international weighted trade to interprovincial or to interstate weighted trade in a gravity equation. This finding has to be explained. Anderson and van Wincoop (2001) have taken a decisive step in this direction.

THE SIZE EFFECT

THE PARADOX REVEALED BY ESTIMATING THE BORDER EFFECT with interstate trade data is the starting point of Anderson and van Wincoop’s analysis. Using a McCallum gravity equation with 1993 data from various sources (for interprovincial trade, state-province trade, and interstate trade), they estimate a McCallum-type border effect of 16.4 for Canadian interprovincial trade and a McCallum-type border effect of only 1.6 for U.S. states trade. Anderson and van Wincoop focus on this point and claim to have a very simple and convincing explanation for the apparent paradox. The large numbers found by McCallum and in subsequent studies, and the small number found for the border effect based on U.S. states data, follow mainly from the fact that the Canadian economy is small compared to the U.S. economy. The explanation of the size effect in Anderson and van Wincoop (2001) is set in the framework of an
Anderson-type (1979) theoretical gravity model. We will return to the theoretical aspect of the gravity model developed in Anderson and van Wincoop’s study when discussing the omitted variable bias problem since the relevance of the size effect is general and not specific to a given theoretical framework.

The best way to explain the size effect is to use the example put forward in Anderson and van Wincoop (2001). Let us suppose the world economy consists of two countries, a large one with 100 regions (states), and a small one with only two regions (provinces). Distance does not matter in this example as it does not matter in the formal demonstration of the size effect in the framework of Anderson and van Wincoop’s theoretical model. Let us assume also an endowment economy of regions of equal economic size. Initially, there is no trade barrier between the two countries and all regions trade one (divisible) unit of goods with each other. This assumption is equivalent to weighting trade by size with an elasticity of one as in the gravity model, since the ratio of intranational to international trade is proportional to economic size. Now, suppose that a small trade barrier is imposed, which reduces trade between the two countries by 20 percent. The effect of this shock is much larger for the provinces of the small economy than for the states of the large economy. Province 1 in the small economy sees its exports to the large country decrease by twenty units. Under the pure diversion hypothesis, province 1 will now sell ten more units of goods to itself and ten more to the other province. Interregional trade in the small country is multiplied by a factor of 11 whereas it is multiplied by only 1.004 in the large country. If you analyze the new situation with McCallum’s border-gravity model, you find that interprovincial trade, after adjustment for size, is 13.75 times larger than international trade, whereas interstate trade is only 1.255 larger than international trade.

Thus, even a modest trade barrier between a small country and a large one could generate a substantial border effect as measured by the ratio of interprovincial to international trade in a McCallum exercise where trade is weighted with size. Anderson and van Wincoop’s solution to the border puzzle might be summarized by the following question and answer: Do national borders matter? Yes, but much more for a small country than for a large one. For a small country, the border increases trading costs with most of its trading partners. This is not the case for a large economy like the United States, for which the border does not increase the cost of interstate trade.

The size effect of the Canada-U.S. case study is even more convincing when used in conjunction with the gravity model. Let us assume that trade is proportional to GDP and inversely proportional to distance. Given that North America is far from other wealthy regions of the world (Europe and Japan), a substantial proportion of state and provincial potential trade opportunities (weighted by size and distance) are situated in North America. Even a modest trade barrier
such as one associated with a currency transaction cost or an exchange rate risk premium can potentially generate a substantial McCallum border effect, measured as the ratio of interprovincial to international weighted trade. The U.S. economy represents a very substantial proportion of trading opportunities for any single Canadian province and there is a border between them. This is not the case for U.S. states for which the large majority of trading opportunities are found among neighbouring states.

THE OMITTED VARIABLE BIAS PROBLEM

Anderson’s 1979 study published in the American Economic Review is often cited as one of the theoretical building blocks of the gravity model. Not surprisingly, Anderson and van Wincoop’s (2001) analysis employs a theoretical framework derived from Anderson’s previous work. The two building blocks of Anderson and van Wincoop (2001) are the same as in Anderson (1979): (1) goods are differentiated by place of origin; and (2) homothetic preferences are approximated by a CES utility function. The key theoretical aspect of the study is that it breaks down trade resistance between regions $i$ and $j$ into three components: (1) the bilateral trade barrier between regions $i$ and $j$; (2) the multilateral resistance to trade of a given region $i$ with all regions $i$; and (3) $j$’s multilateral resistance to trade. A region’s multilateral resistance to trade is a function of the distance from its potential trading partners and of trade barriers. The central result of Anderson and van Wincoop’s gravity model is that size-adjusted trade between two economies is a function of the ratio of the bilateral trade resistance between the two economies and the product of their multilateral trade resistance.

Compared with a borderless trading world, the Canada-U.S. border increases the three components of trade resistance for provinces and states. The effect of the border on the ratio of interprovincial trade to international trade is computed by Anderson and van Wincoop in a multi-step exercise and is a function of the changes in multilateral resistance terms. This “theoretically consistent estimate” of the border effect is calculated at 10.7. It is possible for Anderson and van Wincoop to compute a “McCallum parameter implied by theory,” which is a function of the ratio (not the change) of the multilateral resistance terms. This parameter is estimated at 14.8. According to Anderson and van Wincoop, McCallum-type estimations of the border effect for Canada based on the ratio of interprovincial trade to the ratio of international trade overestimate the border effect by 38 percent due to the omitted variable bias. The omitted variables are the multilateral resistance terms, which are not modelled in a McCallum gravity regression.
It is important to note that the bias translates into an overestimation of the border effect because the multilateral resistance term is higher for Canadian provinces than for U.S. states. This is not surprising because the Canada-U.S. border increases the multilateral resistance of Canadian provinces much more than for U.S. states because of the size effect, as discussed earlier. Conversely, Anderson and van Wincoop show that a McCallum-type regression estimating the border effect from the ratio of interstate trade to (U.S.) international trade underestimates the true border effect. They find that the theoretically consistent estimate of the border effect is 2.24, compared to a McCallum parameter value of 1.63.

**Reflections on Location in Anderson and Van Wincoop’s Analysis**

Interestingly, Anderson and Van Wincoop report that a McCallum-type regression will estimate a positive border effect for the ratio of interprovincial weighted trade to (Canadian) international weighted trade even in a borderless world. According to them, it is only because of distance that the borderless estimate of multilateral resistance is, on average, higher for Canadian provinces than for U.S. states. This has nothing to do with the (economic) size effect but is instead related to geographic location. Canadian provinces are, on average, further from their (weighted) potential trading partners than U.S. states because of the provinces’ non-central location. Canada is not only a small country compared to the United States; it is located on the periphery of the North American economy.

To illustrate the impact of location on multilateral resistance and standard border effect estimates, consider the following alternative to the real world. Suppose that the Canadian economy lies between the United States and the European Union (EU) economies, at the same distance from each. Suppose again that trade flows among the three economies (and their regions) follow the law of a gravity model with national border effect. In Anderson and van Wincoop’s framework, a McCallum-type estimate of the Canada-U.S. border effect would be much smaller than the usual value of 16. Why? Because Canada’s multilateral resistance would be relatively smaller than it is in reality because Canada would be closer to Europe. In this hypothetical world, the effect of the U.S. border on Canadian potential trade opportunities is smaller than in the real world because the Canada-U.S. border does not increase trade barriers between Canadian regions and their EU neighbours. The United States’ multilateral resistance to trade would be smaller as well. However, the difference would be more important for Canada because its economy is smaller than that of the United States and because Canada is located, in this hypothetical world, between the United States and the European Union.
Given that McCallum border effect estimates are proportional to the ratio of multilateral resistance in Anderson and van Wincoop’s theoretical analysis, the border effect estimates might be much smaller in the hypothetical world. This point illustrates another aspect of Anderson and van Wincoop’s omitted variable bias.

In summary, Anderson and van Wincoop’s contribution is likely to change the dominant view of the interpretation and significance of the border effect. The study shows that the effect of the border on weighted trade ratios between two countries is not symmetric. The analysis highlights the role of multilateral resistance and helps to explain why the weighted ratio of inter-provincial trade to Canada-U.S. trade is so high compared to the weighted ratio of interstate trade to international trade. As we will see in the next section, however, the analysis pertaining to the relative size of the two economies does not take into consideration the role of distance and location. These two factors are at the centre of the omitted variable bias analysis but they should also be part of the size effect analysis.

**WHAT ULTIMATELY MATTERS? SIZE AND DENSITY**

Anderson and van Wincoop emphasize the importance of (economic) size for the effect of trade barriers on multilateral resistance. This is the first important contribution of their study, the second being the econometric analysis and estimation of the omitted variable bias. However, we think that their analysis is incomplete when it comes to the theoretical relationship between economic size and weighted (by size and distance) trade flows. It follows that the link they make between the McCallum headline number and the small size of the Canadian economy might be somewhat misleading. This is because Anderson and van Wincoop do not include distance when deriving their results on size. But we will show that distance does matter, especially in a gravity model. When coupling (economic) size with distance, we illustrate that economic density (economic size divided by distance) is another determinant of the McCallum headline number (along with the omitted variable bias).

**COULD ANDERSON AND VAN WINCOOP’S THEORETICAL ANALYSIS OF SIZE BE TRANPOSED TO A GRAVITY MODEL?**

In their demonstration of the effect of trade barriers on size-adjusted trade between large and small countries, Anderson and van Wincoop (2001, pp. 11-12) do not take distance into account. Distance enters the analysis only on page 12 in equation (16). They are well aware of it since the three implications of their section 3 analysis are formulated in terms of the relationship between trade barriers and size-adjusted trade. Prior to the formal introduction of
distance — in equations (12) to (15) — they isolate the effect of changing trade barriers \( t \) across all countries on intranational and international trade flows as a function of the economic size of countries. For example, the structure of their equation (15), on page 11, is:

\[
d (\text{interprovincial}(ii)/\text{international}(ij) \text{ weighted trade ratio}) = F[\text{economic size}(i)j] \cdot dt,
\]

where \( dt \) is the differential of trade barriers. This comparative exercise is based on the assumption that the borderless initial equilibrium implies \( t = 1 \) for all economies and that the effect of the increase in trade barriers is \( dt \) for all economies. This crucial assumption is done just prior to the set-up of equation (16).

Generally speaking, this analysis could not be directly transposed to a gravity model in which trade barrier is a function of distance. This clearly follows from Anderson and van Wincoop’s analysis, since in the following equation (16), as they put it,

\[
\text{We follow other authors in hypothesizing that } t_{ij} \text{ is a loglinear function of observables: bilateral distance and whether there is an international border between } i \text{ and } j:
\]

\[
t_{ij} = b_{ij} D_{ij}^{\rho}.
\]

Consequently, taken in a gravity model, the \( dt \) in equations (12) to (15) should be proportional to the distance factor \( D_{ij}^{\rho} \). Here, \( \rho \) is the distance parameter of equation (3). In a complete analysis, both internal distance and external distance would appear in the results linking trade ratios to economic size. Therefore, their analysis is based on the special assumption that internal and external distances are the same for a small and a large economy! This is valid only in a gravity model under the assumption that economic density is proportional to economic size.

**MORE DETAIL ON THE MCCALLUM HEADLINE NUMBER**

Even if Canada is a small country compared to the United States from the standpoint of population and GDP, typical distances for Canadian interprovincial trade are rather large and of the same order of magnitude as typical distances for Canada-U.S. trade. As shown by Helliwell (1998, p. 18), the mean distance between Canadian provinces is 7 percent greater than between provinces and U.S. states. Wei (1996) and Helliwell (1998) also show that a standard estimate of the border effect is very sensitive to the measure of internal distance.
Broadly speaking, with a distance elasticity $d$ in equation (3) close to 1, the McCallum-type border effect is proportional to the measure of internal distance for a given country.

Now, consider the following hypothetical experiment. Suppose that the internal distance in Canada, compared to the United States, becomes proportional to the Canada-U.S. GDP ratio; that internal distance does not change within the United States; and that the distance for province-state trade does not change. In other words, economic density (GDP/internal distance) is the same within Canada and the United States. Since internal distance in Canada is cut by a factor of 10, a McCallum-type border effect estimate based on weighted interprovincial trade in this hypothetical case would be highly comparable to an estimate based on weighted interstate trade.

In the preceding example, economic density is the same in the two countries. To illustrate this concept, let us compare the following alternative versions of a two-country world. In the first case, the world consists of the United States and Canada; in the second, the world consists of the United States and Belgium. The typical distance between Canada and Belgium on the one side, and the United States on the other side, is the same. The economic size of the U.S. economy is ten times the size of the Canadian and Belgium economies. The geographic size of Canada equals the size of the United States and is ten times larger than Belgium. To put it another way, Belgium and the United States have identical economic densities whereas Canada’s density is ten times smaller. What would be the McCallum-type border effect estimates based on ratios of intranational weighted trade data for Canada and Belgium to international weighted trade with the United States in these two versions of the world? The answer will depend on numerous things, but one of the key determinants of the relative border effect estimates for Canada and Belgium would be the point estimate of the distance parameter in equation (3). If the point estimate is zero, both border effects would be of the same order of magnitude. But if the point estimate is around 1, the border effect would be a magnitude larger for Canada than for Belgium (such as 16 to 1.6). This is because internal trade and external trade are weighted by distance in a McCallum-type border effect estimate. With a point estimate of 1 for the distance parameter, trade between regions that are 1,000 miles apart (as in Canada) is worth ten times the trade between regions that are separated by only 100 miles (as in Belgium). In other words, Anderson and van Wincoop are right: economic size matters, but geographic size matters as well. What ultimately matters is the ratio between the two, or economic density.

What Anderson and van Wincoop demonstrate in their analysis of the multilateral resistance is that trade barriers increase size-adjusted trade within small countries more than within large countries (the second implication of their analysis).
But that does not imply that trade barriers increase size-and-distance-adjusted trade within small countries more than within large countries. This, essentially, is our contribution. If a small (economic) country is also small from a geographic standpoint, internal distance will be smaller than within a large country. The McCallum-type border effect will not necessarily be biased. But as economic density varies a great deal across countries (as does economic size), the overall consequence of the analysis is the same as in Anderson and van Wincoop (2001): McCallum-type border effects do not capture the quantitative effect of borders on trade barriers that could be compared at a cross-sectional level (across countries).

**Gravity, Spatial Structure, Relativity and Topology**

If we restrict the analysis to size and abstract from distance, Anderson and van Wincoop’s analysis appears to us perfectly correct. Their analysis could not be transposed directly to a framework where distance matters, but nevertheless, the analysis remains very revealing. But gravity with gravitas is not enough to solve the border puzzle. To maintain the analogy with physics, we have to go from gravity to relativity to solve the border puzzle. This follows from the fact that a border effect estimate based on relative weights (size and distance) in our view is extremely sensitive to relative density. We think it will be extremely difficult to isolate theoretically the relationship between size- and distance-adjusted trade in an Anderson and van Wincoop theoretical framework in a world where density varies. Such a theoretical analysis goes well beyond the scope of this study.

Two recent studies, by Brown and Anderson (2002) and Brown (2003), also highlight and discuss in a different way the importance of the specific spatial structure of the North American economies for the estimation of border effects. Of course, introducing spatial structure with variables such as distance and density into a theoretical gravity model is very complicated. It has not yet been carried out and the analysis of the spatial structure remains at the discussion level in these two studies. However, Brown (2003) clearly points out the importance of distance and density in the following discussion:

Effectively, the Canadian economy functions over a thin, dispersed market that stretches east-west along the U.S. border, hemmed in by largely uninhabited land to the north and the U.S. border to the south. In contrast, the U.S. economy has no comparable economic or geographic limitations. Its market is larger, denser and more evenly spread over space. Therefore... Canadian regions encounter a higher level of multilateral resistance than their U.S. counterparts. Therefore, any measure of the border effect that uses interprovincial trade as a benchmark may be substantially biased upwards. (p. 4)
There is a “crude” (the word employed by Brown) attempt in Brown (2003) to test the significance of spatial structure for North American trade flows. However, without a theoretical gravity model that takes into account the impact of distance and density on border effect estimates, it is a very difficult hypothesis to test. Not surprisingly, Brown’s (2003) exercise produces ambiguous results that are very hard to interpret. We agree completely with its conclusion that more research is needed on this topic. However, we believe that further empirical investigation should focus more specifically on the role of density of economic activity in a gravity model.

To close this discussion on the importance of distance and density, we want to highlight the role played by topology. The mean distance between trading partners within a country is determined not only by the country’s geographic size. It is determined equally by the topology of trade patterns, a very complicated topic. Let us just say this: The fact that Canadian interprovincial trade follows mainly just one axis (east-west) — instead of multiple axes as in the United States — implies ceteris paribus that internal distances are greater on average in Canada than in the United States, for countries of equal geographic size. This point can be illustrated by a simple example. Consider two cases: (1) points A, B, and C lie on a straight line with B being equidistant from A and C; (2) points A, B, and C lie on separate points of an equilateral triangle. Let us assume that the distance between B and the other two points in the two cases is the same. In the first case, there is only one axis of trade with the distance between A and C being twice the distance AB. In the second case, there are three trade axes and the distance between A and C is equal to AB. The mean internal distance in the linear case (case 1) is 33 percent greater than in the triangular case (case 2). This result could be generalized, but what is important is that internal distances are greater, for a given country geographic size, when trade flows follow just one axis, as is the situation in Canada.

To sum up, the McCallum headline number is the result of an omitted variable bias and the typical long internal distance in Canada’s interprovincial trade. Even if the Canadian economy is roughly one tenth the size of the U.S. economy, the typical internal trade distance across Canadian provinces is of the same order of magnitude as the typical trade distance between a province and a U.S. state. This follows from the geographic nature of Canada and from the fact that Canadian interprovincial trade basically follows an east-west axis in comparison with the multiple axes of Canada-U.S. trade.
INTERPRETATIONS OF THE BORDER EFFECT

A quick look at Equation (5), which specifies what a McCallum-type border effect measures, reveals why various and sometime contradictory interpretations of the border effect have been made in the economic literature and in the economic policy debate. The large value is a complicated ratio of trade weighted by size and distance. That number could be very misleading because it is not a simple question of interpreting it in terms of what really matters for economic policy: the size of unweighted trade flows and welfare. Let us suppose that Ontario redirects one unit of trade from Michigan to British Columbia. Suppose that the economic size of Michigan is four times that of British Columbia and the distance between the two Canadian provinces is ten times the distance between Ontario and Michigan. In a McCallum-type gravity model, the unit of trade between British Columbia and Ontario is worth 40 times the unit of trade between Ontario and Michigan. This large number has nothing to do with what really matters: welfare.

We now review two interpretations made in the literature on the McCallum “headline number,” in light of recent studies on this topic (particularly that of Anderson and van Wincoop) and the analysis presented in the preceding section.

THE INTERNATIONAL TRADE-DIMINISHING EFFECT OF BORDERS

National borders diminish trade volumes, in many cases by a factor of ten to twenty.

This is the very first sentence in a recent study by Evans (2000) — a spectacular way to start any publication. However, this narrow interpretation of the border effect is seriously misleading. This is one of the clear contributions of Anderson and van Wincoop (2001); in their own words:

The lack of theoretical foundation of empirical gravity equations has two important implications. First, estimation results are biased due to omitted variables. Second, and perhaps even more important, one cannot conduct comparative statics exercises, even though this is generally the purpose of estimating gravity equations. In order to conduct a comparative statics exercise, such as asking what the effects are of removing certain trade barriers, one has to be able to solve the general equilibrium model before and after the removal of trade barriers. (p. 1)

The fact that interprovincial trade, after controlling for scale and distance, is sixteen times larger than Canada-U.S. trade does not imply that removing the border will translate into a multiplication by sixteen of our trade with the United States. For example, compared with a borderless world, the border
might have multiplied (weighted) interprovincial trade by a factor of 8 and divided (weighted) international trade by a factor of 2, leading to a border effect estimate of 16. Anderson and van Wincoop (2001) estimate that the effect of removing trade barriers between Canada and the United States (for a border effect of 16 in 1993) would be to increase Canada-U.S. trade by 44 percent. The magic of weighting trade by distance and size, and the omitted bias variable, transforms a substantial effect into headline numbers.

Another way to put it into perspective is to look at the border effect estimate from the ratio of interstate trade to international trade (Anderson and van Wincoop, 2001; Brown, 2003; Brown and Anderson, 2002). These McCallum-type border effects are roughly ten times smaller than McCallum-type border effects computed from interprovincial trade, basically because of Canada's small economic density.

THE INTRANATIONAL TRADE-GENERATING EFFECT OF BORDERS

Thus, the trade-generating powers of the Canadian federation are more than an order of magnitude larger than those of the European Union. (Helliwell, 1996, p. 508)

THE ANALYSIS UNDERLYING THE ABOVE QUOTE is based on a value of 20 estimated at the time by Helliwell for a McCallum-type border effect between Canada and the United States, and an estimate of 1.6 obtained by Frankel and Wei (1993) in a comparison of trade between EU countries and non-EU countries. Recent studies on the border effect highlight the fact that it is misleading to associate the relative size of a McCallum-type border effect (as for Canada and the European Union in the above quote) with the relative trade-generating powers of a country or an economic union.

Interestingly, the 1.6 value for the European Union is exactly equal to the McCallum-type border effect estimated recently on the basis of the ratio of interstate to international trade. If we push Helliwell's analysis further, the trade-generating powers of the Canadian federation would be more than one order of magnitude larger than that of the U.S. federation.

The post-2000 studies on border effects illustrate well why it is dangerous and often misleading to compare border effect estimates for two countries like Canada and the United States. McCallum-type border effect estimates are very sensitive to the size and density of the respective economies. The effect of a border on weighted (for distance and size) trade is much larger for a country of small economic size and low density than for the United States or the European Union. To put it differently, Helliwell's (1998, tables 3-4) own record of a border effect estimate for Zimbabwe was 232.5 in 1988. This should not be interpreted as a measure of the trade-generating power of that country’s institutions.
Estimated Evolution of the Border Effect During the 1981-2000 Period

McCallum-type border effect estimates for Canada are based on detailed province-to-province and province-to-state trade data that are available only for the 1988-96 period, and on a consistent basis, only for the 1990-96 period. This interval is not long enough to allow serious conclusions to be drawn about the time-trend evolution of the border effect. But since that brief time period coincides with the introduction of the FTA, the short sequence of border effect estimates gave rise to conclusions that encompass time-series dimensions (Helliwell, 1998; Helliwell, Lee and Messinger, 1999); the border effect declined following the introduction of the FTA up to 1993-94, and it has been stable since.

In this section, we attempt to add to the dynamic dimension of the border effect by making the best use of the information contained in the aggregate Gross Domestic Product, Expenditure-Based (GDPEB) database of Statistics Canada on interprovincial and international trade in goods and services, for Canada as a whole and the ten provinces. This information is coupled with Helliwell's (1998) estimates based on detailed data to produce an approximation of the border effect during the 1981-2000 period. This exercise is not intended to produce border effect values to compete with Helliwell's detailed estimates. Our purpose is simply to extend the time-series dimension.

The notion of using aggregate data to compute rough estimates of Canada's border effect is not new. To our knowledge, it was first used in Helliwell (1998) to produce estimates of the border effect for the services sector. The same methodology is used below for the services sector, in the section entitled Border Effects for Services. In the next section, we use a more precise approximation for extending the time-series dimension of the border effect in the goods sector.

Border Effect for Goods and the “L” Curve

The basic hypothesis for our estimation of the border effect from aggregate data is that the McCallum-type border effect \[ \exp(e) \] in equation (5) is proportional to the ratio of interprovincial trade to international trade, \( TR \), obtained from the aggregate database. Of course, this hypothesis is based on strong assumptions that the share of Canadian trade with the United States and other Canadian trade partners is constant, that there is no trend factor in the distance and size dimensions of equation (5), and that the aggregate and detailed databases contain comparable information on trade.
The estimation is performed in two steps. First, the proportional assumption [between Helliwell’s (1998) estimates and the trade ratio from aggregate data on goods] is estimated separately with OLS (ordinary least squares) without a constant for the eleven cross-sections \(i\) (the ten Canadian provinces and Canada), using the nine time-series observations \(t\) in the 1988-96 sample:

\[
\exp(e_{i,t}) = p_i \cdot TR_{i,t} + \epsilon_{i,t}.
\]

The error term \(\epsilon_{i,t}\) (i.i.d.) is supposed to capture stochastic shocks to the size and distance dimensions of border effect estimates and to the other factors involved in the correspondence between data banks in this exercise. The R-square for the pooled (separate) regression (eleven cross-sections) is 0.84. The estimated \(p_i\) are the proportional factors and are presented in Table 1 below. Second, the estimated proportional factors are then used to compute border effect estimates with aggregate data from the 1981-2000 sample. Helliwell’s (1998) border effect estimates for the years 1988-96 and our border effects computed from aggregate data for the years 1981-2000 are presented separately for Canada and the ten provinces in Figure 1.

The proportional factors reported in Table 1 range from 9.1 for Alberta to 55.7 for Ontario. They capture the effect of weighting trade flows by distance and economic size. The fact that all have large values is an indication of the small relative economic size and low density of the Canadian economy. Interestingly, the proportional factor is much larger (3.5 times) for Ontario than for the other nine provinces, on average. This might appear surprising in light of the topology argument presented earlier. Ontario being a central province, the typical distance between Ontario and another Canadian province is smaller than for British Columbia or Newfoundland. But one should not forget that Ontario is very close to its most important trading partners, like Michigan, that are located in the Great Lakes area.

The first thing to look for in Figure 1 is the general fit between Helliwell’s estimates and our computations for the limited 1988-96 period, for which both series are available. The fit is very bad only for Newfoundland, British Columbia, and the small province of Prince Edward Island. For Newfoundland and British Columbia, the bad fit could be explained by the fact that the evolution of aggregate data on international trade does not capture well enough the evolution of these two provinces’ trade with the United States. This is because they are located at the extreme east and west edges of the country, and are naturally more inclined to trade with the rest of the world than with other provinces. The fit between the two border effect series is exceptional for New Brunswick and Saskatchewan and it is not bad for the other five provinces and Canada.
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[Diagrams showing border effects for New Brunswick, Manitoba, Saskatchewan, Alberta, and British Columbia]
The second thing to look for in Figure 1 is the key point of this whole exercise. Generally speaking, border effects appear to follow a declining trend over the whole 1981-2000 sample. The border effect for goods did not wait for the introduction of the FTA to start a downward trend. The computed border effect shows a significant negative time trend in the pre-FTA 1981-89 sample period (despite the very low degree of freedom for the econometric analysis) for seven provinces and Canada as a whole. The negative trend is not significant at the 5-percent level for Nova Scotia and New Brunswick. The trend is significant but positive for Saskatchewan. For the whole 1981-2000 sample, the negative time trend is not significant at the 5-percent level only for Saskatchewan.

The conclusion of this exercise is clear. It appears that the general decline of McCallum-type border effects in Canada is not a phenomenon that should be associated with the introduction of the FTA. Empirical evidence — when the period of analysis is extended to the 1981-2000 period with aggregate trade flows — strongly indicates that border effects have followed a declining trend in the whole 1981-2001 sample period and during the pre-1989 sub-period.

This result is best illustrated with the “L” curve, analyzed and documented in Coulombe (2003). In Figure 2, interprovincial and international trade shares to GDP [\((X+M)/GDP\)] for goods in Canada, using the same aggregate GDPEB data bank, are plotted in a scatter diagram. The resulting picture is stunning and reveals that the 1981-2000 sample period is clearly divided into two separate trends. From 1981 to 1991, the interprovincial trade share is
falling while the international trade share is constant. From 1991 on, the international trade share is booming while the interprovincial trade share is constant. Consequently, prior to 1991, the border effect computed from aggregate data is falling because of the decrease in the interprovincial trade share. After 1991, it continues to fall because the international trade share is increasing. The introduction of the FTA in 1989 does not appear to alter the picture much. The real break in the evolution of trade patterns occurred in 1991.

BORDER EFFECTS FOR SERVICES

BORDER EFFECTS FOR SERVICES CAN BE COMPUTED only indirectly from the aggregate GDPEB data bank, such as in Helliwell (1998). We can produce a very rough estimate based on heroic assumptions, such as interprovincial and international trade flows that follow the same pattern for services as for goods. We simply adjust the computed border effect for goods from the 1981-2000 sample by multiplying it by the ratio of two ratios: the ratio of interprovincial to international trade in services to the ratio of interprovincial to international trade in goods. This is basically what was done in Helliwell (1998).
The results of this exercise are shown in Figure 3 for Canada and the ten provinces. They differ considerably from the results reported in previous sections, in two respects. First, the FTA appears to play an important role as the 1989-94 (or 1995) period is the only one where border effects for services appear to follow a clear and significant declining trend. Prior to the FTA, border effects are either stable or even increasing (Newfoundland, Nova Scotia, and New Brunswick). After 1994-95, the border effects appear stable. The standard
dynamic adjustment story following the introduction of a shock (the FTA) in 1989 seems to fit the facts well in the case of services. Second, the border effect estimates for services are much larger than the estimates for goods, as in Helliwell (1998). This follows simply from the fact that the ratio of interprovincial to international trade is much larger for services than for goods. This point appears to be related to the core/periphery nature of the Canadian economy, but the analysis of this interesting fact goes well beyond the topic of border effects and the scope of this study.

CONCLUSION AND POLICY DISCUSSION

The debate surrounding border effects that has raged over the past century is likely to have been fundamentally changed with the wave of studies (Anderson and van Wincoop, 2001; Brown, 2003; Brown and Anderson, 2002) that came out recently to analyze the newly released interstate trade data. It should be clear by now that, for a given degree of trade diversion generated by the common border, a McCallum-type border effect is about ten times larger when measured from Canadian interprovincial trade data than from U.S. interstate trade data. This new finding is critical for the general interpretation of border effects. It clearly indicates that it is at least risky, and probably misleading, to draw conclusions about the level of trade barriers or the trade-generating power of a country or trade bloc by comparing the magnitude of border effect estimates on a cross-sectional basis. Border effect estimates do contain information that is extremely hard to interpret at the cross-sectional level. This drawback should seriously restrain future research on the topic.

Anderson and van Wincoop (2001) have taken a critical step forward as regards the information contained in border effect estimates. Thanks to the separation of the concepts of multilateral and bilateral trade resistance, they are able to show that the Canada-U.S. border has roughly an order of magnitude (about 10) greater effect on interprovincial weighted trade flows than on interstate weighted trade flows for a given degree of trade diversion between the two countries. As shown in this study, however, Anderson and van Wincoop’s analysis of the role of economic size would be more revealing if it incorporated the concepts of distance and density. Those two concepts are the determinants of Anderson and van Wincoop’s multilateral resistance but they clearly interfere with economic size. For us, McCallum’s headline number is the joint result of the small economic size and the low density of the Canadian economy. Small size matters because of a low density. The spatial structure (Brown, 2003), associated with a low density, the topology (east-west) of trade, and the relative unique location of the Canadian economy should be a required complement to Anderson and van Wincoop’s analysis in a satisfactory gravity model of trade. But all those factors are very complicated to handle in a theoretical model.
Economists are not used to working with density and topology. Gravity is not enough. We have to move to relativity.

The key findings unveiled by recent research should clearly affect the orientation of the economic policy debate on the significance of the border effect, for two reasons. First, under a pure diversion hypothesis, an increase of one unit in weighted (by size and distance) trade with the United States is accompanied by a decrease of around ten units of interprovincial weighted trade in a McCallum-type gravity equation. This follows from the relative size, density, and topology of the two economies. This spectacular arithmetic, hidden by the magic of weighting trade flows by distance and size, implies that Canada-U.S. border effect estimates should be interpreted with great care. Changes in the direction of trade links can potentially generate sharp and substantial changes in the magnitude of border effects estimated from provincial trade data.

Second, it appears that McCallum’s high number has decreased since the early 1980s. Based on aggregate provincial trade flows, the remaining value is no longer in the double-digit range, and stands at around 8 for Canada overall. Consequently, what remains of the Canada-U.S. border effect in terms of bilateral resistance is quite low when measured from an international trade basis. Under the pure diversion hypothesis, following Anderson and van Wincoop’s estimation of the effect of eliminating trade barriers between Canada and the United States, a 25-percent further increase (post-2001) in Canada-U.S. cross-border trade might well bring McCallum’s number down to around 1. What remains of the bilateral resistance is so low that it could be largely explained by the fact that Canada and the United States are not using the same currency. As documented in Frankel and Rose (2000), the adoption of a common currency by two countries might certainly lead to a 25-percent increase in (unweighted) trade flows! The negative impact of a separate currency on trade flows comes from the transaction costs associated with currency conversion and exchange rate variability. The experience of the European Community has shown that floating exchange rates have a negative impact on trade flows (De Grauwe, 1988).

Two important points should be made to clarify the preceding analysis. First, one should not conclude from this that Canadians are losing as the orientation of trade links changes from east-west to north-south and a small amount of international trade is substituted for a huge amount of interprovincial weighted trade. This should be clarified, because what matters for welfare and employment is not weighted trade flows but unweighted trade flows. Canadians might well be better off by trading ten units of weighted interprovincial trade for one unit of international trade with the United States.
Second, the previous analysis, following the typical approach used in the now-standard theoretical gravity model such as that of Anderson and van Wincoop (2001), is based on the pure diversion hypothesis and an endowment economy. The effect of borders is restricted to a re-orientation of trade flows. However, this hypothesis clearly does not reflect the dynamic evolution of interprovincial and international trade flows of goods for Canadian regions since 1980. As shown in Coulombe (2003) and simply illustrated by the “L” curve presented in this study, interprovincial and international trade flows appear to be more complementary than substitutionary. Consequently, a 25 percent increase in international trade might not reduce McCallum’s number to 1 because it would not necessarily be accompanied by a one-for-one decrease in (unweighted) interprovincial trade. A simple explanation for the non-diversion result would be that the expansion of north-south trade links increases the degree of specialization among Canadian regional economies. This is likely to stimulate trade between them. As Ontario and Quebec are exporting more manufactured products to the United States, they might import more primary products from the other provinces and from each other.

This potential change in the industrial structure of regions induced by trade goes well beyond the standard endowment economy (fixed supply of differentiated goods) assumed in theoretical gravity models, such as in Anderson and van Wincoop (2001). This characteristic is a natural limitation of gravity models to capture adequately the dynamic evolution of changing regional trade patterns in North America.

To conclude, the series of studies on the Canada-U.S. border effect initiated by McCallum (1995) and continued with the works of Helliwell has proved to be a serious challenge to the economic profession. This field of research has contributed to a substantial improvement in our understanding of the mechanics of regional trade flows. It is very important for trade policy, and for economic policy in general, to understand why and how a border barrier (such as having a separate currency) has a much larger effect on an economy like that of Canada than on the U.S. economy. But this should be common sense since we are well aware in Canada that the United States has a much larger margin in which to manoeuvre (especially when it comes to raising trade barriers) than does Canada in terms of trade policy. And the debate is not over. Despite the breakthrough following the theoretical and empirical analysis of interstate trade data, more work needs to be done to capture the real disrupting effect of trade barriers when distance and economic density are fully taken into consideration.
ENDNOTES

1. It might be useful to remember that the J.E. Anderson, who worked with van Wincoop, is the author of the theoretical study on the border effect published in 1979 in the *American Economic Review*. W.P. Anderson is another researcher on the border effect; he has worked with W.M. Brown on the 2002 study cited.

2. The Durbin-Watson for the pooled regression is 1.66 and no separate AR(1) is significant at the 10-percent critical level, indicating that serial correlation is not a problem in these simple regressions.

3. In 2000, trade with the United States represented only 56 percent and 47 percent of total international trade of goods for British Columbia and Newfoundland, respectively. For Ontario, the proportion was 83 percent. (Computed from Trade Data Online, www.strategis.ic.gc.ca.)

4. We refer in the text to a linear time trend with a constant term estimated with AR(1) on the log of computed border effect from Figure 1. We keep the econometrics very simple here, given that the secular declining trend of the border effect is so evident in Figure 1, generally speaking.

5. For a recent analysis of the benefits and costs of dollarization in Canada, with a regional perspective, see Beine and Coulombe (2003).
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Comment

Mark Brown
Statistics Canada

In his study, Professor Coulombe provides an insightful analysis of the border effect and its consequences. In this discussion, I would like to provide some comments on the contributions of his study and add some thoughts of my own on the implications of the border and trade literature.

That literature is derived from McCallum’s (1995) surprising result that, after controlling for both the size of provinces and states and the distance between them, interprovincial trade was some twenty-fold larger than cross-border trade. This finding is at once interesting and perplexing. Interesting because it suggests that borders act as a much stronger barrier to trade than anyone had realized. Perplexing because it is very difficult to envisage how trade policy-related barriers (i.e. tariff and non-tariff barriers) and/or ‘natural’ barriers to trade (such as differences in tastes and institutions) could account for such a strong effect.

McCallum’s finding has inspired a growing literature that tries both to explain the puzzle and to evaluate the robustness of his basic result. Coulombe points out that a series of recent studies (Anderson and van Wincoop, 2001; Brown, 2003; and Brown and Anderson, 2002) should shift the orientation of this literature. Specifically, these studies find that the border effect is much smaller in magnitude when different data and methods are used. They also explain why McCallum’s initial finding is misleading (on this point, see especially Anderson and van Wincoop, 2001).

One of the contributions of Coulombe’s study is its extensive discussion of the Anderson and van Wincoop theoretical model and its potential limitations. In my mind, Anderson and van Wincoop provide the best theoretically-derived gravity model of trade to date and solve many of the issues associated with using the gravity equation to measure the border effect. Nonetheless, Coulombe’s argument that their model does not fully take into account economic density and topology is intriguing and reflects concerns I have regarding my own estimates (Brown, 2003). At the very least, this suggests that future attempts to measure the border effect should test for the influence of economic density and topology. This issue aside, it is my view that recent estimates showing that the border dampens Canada-U.S. trade by a half provide a relatively accurate measure of the border effect, at least as it stood in 1993.
A limitation of previous studies of the border effect is that they cover a relatively short period of time, usually a brief period before and after the implementation of the Canada-U.S. Free Trade Agreement (FTA). The second contribution of Coulombe's study is the estimation of the border effect over a much longer period (1981-2000). Coulombe shows that the decline in the border effect documented elsewhere (e.g. Helliwell, 1998) started well before the introduction of the FTA and continued past 1993, when other estimates indicate that there was at least a pause in its decline.

This is a surprising finding for two reasons. First, exports as a percentage of GDP grew at a fairly slow pace prior to the implementation of the FTA. Consequently, we would expect to see very little decline in the border effect over this period. Second, exports' share of GDP rose rapidly after the implementation of the FTA. With this rise, we would expect to see the decline in the border effect accelerate. To explain this finding, the author uses his ‘L’ curve to show that the border effect declined prior to 1991 because interprovincial trade's share of GDP fell. After 1989, the border effect declined because international trade increased as a share of GDP. This provides a partial explanation of his surprising result that, in turn, raises two questions.

First, why should the share of interprovincial trade in GDP decline so rapidly over the 1981 to 1991 period? There are probably many reasons for this result, but two seem plausible to me. First, the non-trade portion of GDP grew more rapidly during this period. Second, prices of traded goods declined relative to those of non-traded goods over the period. At any rate, I would be more comfortable with this result if there was some intuitive story to explain it.

Almost equally perplexing is the fact that, as the international trade share of GDP rose, the interprovincial trade share remained constant. The author speculates that this is possible if, with increased trade, regions are becoming more specialized, allowing the international trade share to increase while the interprovincial trade share remains constant. Surprisingly, recent evidence suggests that the opposite was occurring over roughly the same time frame. That is, within Canada's manufacturing sector, regional economies are generally becoming more industrially diversified over time (Baldwin and Brown, 2003). Therefore, specialization across regions cannot explain this result. What may explain it, however, is specialization within plants.

In a recent paper, Baldwin, Beckstead and Caves (2001) show that Canadian plants have reduced the diversity of their products over time and that this process accelerated after the implementation of the FTA. This means that there may be increased product specialization across provinces rather than industry specialization and this may underlie the post-1991 shape of the ‘L’ curve. Still, without further investigation, this explanation remains speculative.
Finally, I would like to conclude this discussion with two additional points. First, it remains to be seen whether we are approaching a point where the border no longer matters. Certainly, the evidence provided in Coulombe’s paper suggests that the border effect has declined since 1993. Given that the border effect is positively related to tariff and non-tariff barriers (Brown and Anderson, 2002), their elimination over the past decade probably means that we are approaching a level of trade that reflects ‘natural’ barriers to trade and the extra transaction costs associated with having a separate Canadian currency. Still, we need more direct estimates of the border effect using interstate trade as a frame of reference to arrive at strong conclusions on this issue.

Second, it has been shown that the spatial organization of production can have a significant impact on the intensity of trade across space, and consequently on estimates of the border effect. The opposite may also be true. As barriers to trade have fallen, the markets available to firms across regions in Canada have changed. Locations that might have once been relatively central to the Canadian market may look peripheral in the context of a North American market. Similarly, locations once relatively remote from major Canadian markets may find themselves with large markets right across the border. Declining trade barriers have potentially changed the locational decisions of businesses, favouring locations in Canada where the North American market is most accessible. Increased trade may change the spatial structure of the Canadian economy.
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