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Introduction

Canadian medical researchers would like to be in possession of patients' medical records as the amount of useful information in the data allows researchers to analyze trends and notice irregularities. There is a lot of useful work that can be done with these medical records, but releasing such data to medical researchers would be considered a breach of the patients' privacy. For this reason, the researchers are unable to access the raw data; however, this does not limit them from accessing and using anonymized data: data where the individual cannot be detected from their record. There are many ways to anonymize health data, but a common method is to aggregate (combine) patient records. In order to perform the aggregation in an optimal manner, it is necessary to understand the trade-off between privacy and usefulness, and to take both properties into consideration.

In this project, we will implement computational approaches to determine the optimal aggregation of patient records so as to preserve privacy while still providing useful information to researchers.

Methodology

1. Aggregation Strategy

The population of interest is all Canadians living in census subdivisions, as defined by Statistics Canada [10], with populations of 5000 or more. Types of sub-divisions include Municipalities, Cities, Towns, Villages etc. Furthermore, the size of the population of interest is 29,383,430. Intuitively, our data consists of 29,383,430 records. Table 1 illustrates how a particular record would appear in the database.

<table>
<thead>
<tr>
<th>Name</th>
<th>Country</th>
<th>Province</th>
<th>Division</th>
<th>Sub-Division</th>
<th>Age</th>
<th>Gender</th>
<th>Medical Status for Flu</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vik Chithi</td>
<td>Canada</td>
<td>Ontario</td>
<td>Lambton</td>
<td>Shores</td>
<td>22</td>
<td>M</td>
<td>Recovered</td>
</tr>
</tbody>
</table>

The person's medical status for influenza is a sensitive variable, their gender, location and age are indirect identifiers and their name is a direct identifier [2]. We will consider 16 aggregations of the 29,383,430 records based on all combinations of the nodes (vectors) from domain generalizations [1] as shown in Figure 1.

2. Objective Functions

2.1 Privacy

We require our partition to have the property P(re-identification) < T. This means that very little information about any individual is recoverable, and the data is considered acceptable to release [11,12].

2.2. Information loss

We will also consider a measure of information loss as defined in [6]. Information is lost when partitioning the data in a certain way and this loss is typically larger for broadly defined partitions. We will attempt to minimize the amount of information loss if we are presented with more than one acceptable partition.

3. Optimization Problem/Algorithm

We want to find the partition with the minimal information loss, that satisfies P(re-identification) < T. A partition that satisfies this condition will be defined as the optimal partition. In order to do this, we will run an optimization algorithm mentioned in [7]. Briefly, our algorithm takes as input a lattice of partitions/nodes as constructed in [7] as well as a given T, and outputs the optimal node. Figure 3 illustrates how a lattice would appear for our aggregation strategy.

Results

We found the partition that satisfies the optimization problem in section 3, for 0 < 0.0007 < T < 1. This was enough to show the distribution of the optimal node based on T for all possible values of T (0 to 1). Chart 1 depicts the optimal node based on the value of 100T. Hence, if we were given a threshold, we would be able to determine the optimal partition. An information loss measure was computed over the range of T in Chart 2.

Conclusion

The interpretation of the results would be as follows: Let us assume, that T = 0.05. Then, as mentioned in [5], we are setting the threshold to account for a very risky environment. From chart 1, we can tell that the optimal node is node # 9. Hence, given the threshold, the optimal way to aggregate patient records, is to aggregate them solely by census subdivision. We see from chart 2 that node # 9 is as good as it gets for information loss compared to the other optimal nodes. It should also be noted that the trade-off between privacy and usefulness still holds for reasonable values of T.

Suggestions for future work

We only carried out this project for an aggregation strategy containing 16 partitions. There are millions of ways to aggregate data, and expand the number of options so as to make the optimization more effective. In addition, our utility metric was revolved around properties of the data itself, rather than being problem-related. Hence, implementing the algorithm for several utility functions corresponding to different scenarios would be ideal and may change the distribution of the optimal node based on the threshold risk. Furthermore, considering other optimization algorithms to improve computation time would also be useful.

Contact

Kevin Raina
Department of Mathematics-Statistics/University of Ottawa
Email: krain033@uottawa.ca

Acknowledgements

I would like to thank Dr. Smith for supervising the project and U.R.O.P. for giving me this opportunity.

References