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## Conventions

- The word "ring" means commutative ring with a unity element.
- The group of units of a ring $A$ is denoted $A^{*}$.
- We write $A \leq B$ to indicate that $A$ is a subring of $B$. If $A \leq B$, the phrase " $B$ is affine over $A$ " means that $B$ is finitely generated as an $A$-algebra.
- A "domain" is an integral domain. If $A \leq B$ are domains, then the transcendence degree of $\operatorname{Frac}(B)$ over $\operatorname{Frac}(A)$ is denoted $\operatorname{trdeg}_{A}(B)$.
- If $A$ is a ring and $n \geq 0$ an integer, $A^{[n]}$ denotes any $A$-algebra isomorphic to the polynomial ring in $n$ variables over $A$.


## 1. Derivations of a ring

A derivation $D$ of a ring $B$ is a map $D: B \rightarrow B$ satisfying

$$
D(x+y)=D(x)+D(y) \quad \text { and } \quad D(x y)=D(x) y+x D(y), \quad \text { for all } x, y \in B
$$

Given a derivation $D$ of a ring $B$, define the set $B^{D}=\operatorname{ker} D=\{x \in B \mid D(x)=0\}$ and note that this is a subring of $B$. If $\mathbb{k} \leq B$ are rings and $D$ is a derivation of $B$ satisfying $D(\mathbb{k})=\{0\}$, we call $D$ a $\mathbb{k}$-derivation of $B$; in this case we have $\mathbb{k} \leq \operatorname{ker}(D) \leq B$. We use the notations:
$\operatorname{Der}(B)=$ set of all derivations of $B, \quad \operatorname{Der}_{\mathfrak{k}}(B)=$ set of all $\mathbb{k}$-derivations of $B$.
Note that $\operatorname{Der}(B)$ is a $B$-module and that $\operatorname{Der}_{\mathfrak{k}}(B)$ is a $B$-submodule of $\operatorname{Der}(B)$.
1.1. Example. Let $\mathbb{k}$ be a ring and $B=\mathbb{k}\left[X_{1}, \ldots, X_{n}\right]=\mathbb{k}^{[n]}$. Here are two ways to define a $\mathbb{k}$-derivation of $B$.
(1) Given $\left(f_{1}, \ldots, f_{n}\right) \in B^{n}$, there is a unique $D \in \operatorname{Der}_{\mathrm{r}_{k}}(B)$ satisfying $D\left(X_{i}\right)=f_{i}$ for all $i \in\{1, \ldots, n\}$ (namely, $D=\sum_{i=1}^{n} f_{i} \partial / \partial X_{i}$ ). So $\operatorname{Der}_{\mathfrak{k}}(B)$ is a free $B$-module with basis $\left\{\partial / \partial X_{1}, \ldots, \partial / \partial X_{n}\right\}$.
(2) Given $f=\left(f_{1}, \ldots, f_{n-1}\right) \in B^{n-1}$, define the jacobian derivation $\Delta_{f} \in \operatorname{Der}_{\mathfrak{k}}(B)$ by $\Delta_{f}(g)=\operatorname{det}\left(\frac{\partial\left(f_{1}, \ldots, f_{n-1}, g\right)}{\partial\left(X_{1}, \ldots, X_{n}\right)}\right)$, for each $g \in B$. Note that $\mathbb{k}\left[f_{1}, \ldots, f_{n-1}\right] \subseteq \operatorname{ker}\left(\Delta_{f}\right)$.
Exercise 1.1. Let $B$ be a ring, $D \in \operatorname{Der}(B), f \in B[T]$ and $b \in B$. Show that

$$
D(f(b))=f^{(D)}(b)+f^{\prime}(b) D(b)
$$

where $f^{\prime} \in B[T]$ is the $T$-derivative of $f$ and where $f^{(D)}=\sum_{i} D\left(b_{i}\right) T^{i} \in B[T]$ (where $\left.f=\sum_{i} b_{i} T^{i}, b_{i} \in B\right)$. More generally, if $f \in B\left[T_{1}, \ldots, T_{n}\right]$ and $b_{1}, \ldots, b_{n} \in B$ then

$$
D\left(f\left(b_{1}, \ldots, b_{n}\right)\right)=f^{(D)}\left(b_{1}, \ldots, b_{n}\right)+\sum_{i=1}^{n} f_{T_{i}}\left(b_{1}, \ldots, b_{n}\right) D\left(b_{i}\right),
$$

where $f_{T_{i}}=\frac{\partial f}{\partial T_{i}} \in B\left[T_{1}, \ldots, T_{n}\right]$.
1.2. Definition. Let $A \leq B$ be rings. An element $b \in B$ is algebraic over $A$ if there exists a nonzero polynomial $f \in A[T] \backslash\{0\}$ such that $f(b)=0$ (note that $f$ is not required to be monic); if $b$ is not algebraic over $A$, we say that $b$ is transcendental over $A$; we say that $A$ is algebraically closed in $B$ if each element of $B \backslash A$ is transcendental over $A$.

Exercise 1.2. Let $A \leq B$ be domains. The set $\bar{A}=\{b \in B \mid b$ is algebraic over $A\}$ is called the algebraic closure of $A$ in $B$. Show that $\bar{A}=B \cap L$ where $L$ is the algebraic closure of Frac $A$ in Frac $B$. Consequently, $\bar{A}$ is a subring of $B \quad(A \leq \bar{A} \leq B)$.
1.3. Lemma. If $B$ is a domain of characteristic zero and $D \in \operatorname{Der}(B)$ then $\operatorname{ker} D$ is algebraically closed in $B$.

Proof. Let $A=\operatorname{ker} D$ and consider $b \in B$ algebraic over $A$. Let $f \in A[T]$ be a nonzero polynomial of minimal degree such that $f(b)=0$. Then

$$
0=D(f(b))=f^{(D)}(b)+f^{\prime}(b) D(b)=f^{\prime}(b) D(b) .
$$

We have $f^{\prime} \neq 0$, so $f^{\prime}(b) \neq 0$ by minimality of $\operatorname{deg} f$, so $D(b)=0$.
We mention (without proof) a related result:
1.4. Theorem (Nowicki). Let $B$ be an affine domain over a field $\mathbb{k}$ of characteristic zero. Then, for $a \mathbb{k}$-subalgebra $A$ of $B$, tfae:
(1) $A$ is algebraically closed in $B$
(2) $A=\operatorname{ker}(D)$ for some $D \in \operatorname{Der}_{k}(B)$.

Exercise 1.3. If $B=\oplus_{i=0}^{\infty} B_{i}$ is an $\mathbb{N}$-graded domain, $B_{0}$ is algebraically closed in $B$.
Exercise 1.4. Let $A \leq B$ be domains.
(1) If $\operatorname{Frac}(A)$ is algebraically closed in $\operatorname{Frac}(B)$ and $B \cap \operatorname{Frac}(A)=A$, then $A$ is algebraically closed in $B$. (The converse does not hold, by part (2).)
(2) Let $A=\mathbb{Q}$ and $B=\mathbb{Q}[X, Y] /\left(X^{2}+Y^{2}\right)$. Use exercise 1.3 to show that $A$ is algebraically closed in $B$; show that $\operatorname{Frac} A$ is not algebraically closed in $\operatorname{Frac} B$.

Exercise 1.5. Let $B=\mathbb{C}[X, Y]=\mathbb{C}^{[2]}$ and $A=\mathbb{C}[X Y]$.
(1) Show that $\operatorname{Frac}(B)$ is a purely transcendental extension of $\operatorname{Frac}(A)$.
(2) Use exercise 1.4 to show that $A$ is algebraically closed in $B$.
(3) Consider the jacobian derivation $D=\left|\begin{array}{cc}\frac{\partial(X Y)}{\partial X} & \frac{\partial(X Y)}{\partial Y} \\ \frac{\partial}{\partial X} & \frac{\partial}{\partial Y}\end{array}\right|=Y \frac{\partial}{\partial Y}-X \frac{\partial}{\partial X} \in \operatorname{Der}_{\mathbb{C}}(B)$. Note that $D \neq 0$ and $D(X Y)=0$; conclude that $\operatorname{ker}(D)=A$.
1.5. Definition. Given a ring $B$ and $D \in \operatorname{Der}(B)$, define the set

$$
\operatorname{Nil}(D)=\left\{x \in B \mid \exists_{n \in \mathbb{N}} D^{n}(x)=0\right\} .
$$

By exercise 1.7 this is a subring of $B$, so we have: $\operatorname{ker}(D) \leq \operatorname{Nil}(D) \leq B$.
1.6. Example. Let $B=\mathbb{Q}[[T]]$ and $D=d / d T: B \rightarrow B$. Then $\operatorname{ker}(D)=\mathbb{Q}$ and $\operatorname{Nil}(D)=\mathbb{Q}[T]$. Note that $\operatorname{Nil}(D)$ is not algebraically closed in $B$ (not even integrally closed in $B)$ : Let $b=\sqrt{1+T} \in B$, then $b \notin \operatorname{Nil}(D)$ but $b^{2} \in \operatorname{Nil}(D)$.

Exercise 1.6. Prove Leibnitz Rule: If $B$ is a ring, $D \in \operatorname{Der}(B), x, y \in B$ and $n \in \mathbb{N}$,

$$
D^{n}(x y)=\sum_{i=0}^{n}\binom{n}{i} D^{n-i}(x) D^{i}(y) .
$$

Exercise 1.7. Use Leibnitz Rule to show that $\operatorname{Nil}(D)$ is closed under multiplication.

## 2. LOCALLY NiLPOTENT DERIVATIONS

2.1. Definition. Let $B$ be any ring.
(1) A derivation $D: B \rightarrow B$ is locally nilpotent if it satisfies $\operatorname{Nil}(D)=B$, i.e., if $\forall_{b \in B} \exists_{n \in \mathbb{N}} D^{n}(b)=0$.
(2) Notations:

$$
\begin{aligned}
\operatorname{LND}(B) & =\text { set of locally nilpotent derivations } B \rightarrow B \\
\operatorname{KLND}(B) & =\{\operatorname{ker} D \mid D \in \operatorname{LND}(B) \text { and } D \neq 0\} .
\end{aligned}
$$

If $\mathbb{k} \leq B$,

$$
\begin{aligned}
\operatorname{LND}_{\mathbb{k}}(B) & =\operatorname{LND}(B) \cap \operatorname{Der}_{\mathfrak{k}}(B) \\
\operatorname{KLND}_{\mathbb{k}}(B) & =\left\{\operatorname{ker} D \mid D \in \operatorname{LND}_{\mathfrak{k}}(B) \text { and } D \neq 0\right\} .
\end{aligned}
$$

2.2. Examples. Let $\mathbb{k}$ be a ring and $B=\mathbb{k}\left[X_{1}, \ldots, X_{n}\right]=\mathbb{k}^{[n]}$.
(1) For each $i$, the partial derivative $\frac{\partial}{\partial X_{i}}: B \rightarrow B$ belongs to $\operatorname{LND}_{\mathfrak{k}}(B)$.
(2) A $\mathbb{k}$-derivation $D: B \rightarrow B$ is triangular if

$$
\forall i \quad D\left(X_{i}\right) \in \mathbb{k}\left[X_{1}, \ldots, X_{i-1}\right] \quad \text { (in particular } D\left(X_{1}\right) \in \mathbb{k} \text { ). }
$$

Every triangular $\mathbb{k}$-derivation is locally nilpotent. Indeed, if $D$ is triangular then $\mathbb{k} \subseteq \operatorname{Nil}(D)$ and it is easy to see (by induction on $i$ ) that $\forall i \quad X_{i} \in \operatorname{Nil}(D)$; so $\operatorname{Nil}(D)=B$, i.e., $D$ is locally nilpotent.

The sets $\operatorname{LND}(B)$ and $\mathrm{LND}_{\mathfrak{k}}(B)$ are not closed under addition and not closed under multiplication by elements of $B$. For instance, let $B=\mathbb{Q}[X, Y]=\mathbb{Q}^{[2]}, D_{1}=Y \frac{\partial}{\partial X}$ and $D_{2}=X \frac{\partial}{\partial Y}$; then $D_{1}, D_{2} \in \operatorname{LND}(B)$ (because they are triangular) but $D_{1}+D_{2} \notin \operatorname{LND}(B)$ (because $\left.\left(D_{1}+D_{2}\right)^{2}(X)=X\right)$. Also, $\frac{\partial}{\partial X} \in \operatorname{LND}(B)$ but $X \frac{\partial}{\partial X} \notin \operatorname{LND}(B)$. However:
2.3. Lemma. Let $B$ be a ring. If $D_{1}, D_{2} \in \operatorname{LND}(B)$ satisfy $D_{2} \circ D_{1}=D_{1} \circ D_{2}$, then $D_{1}+D_{2} \in \operatorname{LND}(B)$.

Proof. Let $D_{1}, D_{2} \in \operatorname{LND}(B)$ such that $D_{2} \circ D_{1}=D_{1} \circ D_{2}$ and let $b \in B$. Choose $m, n \in \mathbb{N}$ such that $D_{1}^{m}(b)=0=D_{2}^{n}(b)$. The hypothesis $D_{2} \circ D_{1}=D_{1} \circ D_{2}$ has the following three
consequences:

$$
\begin{aligned}
\forall_{i \in \mathbb{N}} \forall_{j \geq n}\left(D_{1}^{i} \circ D_{2}^{j}\right)(b) & =D_{1}^{i}(0)=0, \\
\forall_{i \geq m} \forall_{j \in \mathbb{N}}\left(D_{1}^{i} \circ D_{2}^{j}\right)(b) & =\left(D_{2}^{j} \circ D_{1}^{i}\right)(b)=D_{2}^{j}(0)=0, \\
\left(D_{1}+D_{2}\right)^{m+n-1} & =\sum_{i+j=m+n-1}\binom{m+n-1}{i} D_{1}^{i} \circ D_{2}^{j},
\end{aligned}
$$

so $\left(D_{1}+D_{2}\right)^{m+n-1}(b)=0$. Hence, $D_{1}+D_{2} \in \operatorname{LND}(B)$.
Exercise 2.1. Let $B$ be a ring, $D \in \operatorname{LND}(B)$ and $A=\operatorname{ker} D$.
(1) If $a \in A$ then $a D \in \operatorname{LND}(B)$. (First show that $(a D)^{n}=a^{n} D^{n}$ holds for all $n \in \mathbb{N}$.)
(2) If $S \subset A$ is a multiplicatively closed set, then $S^{-1} D: S^{-1} B \rightarrow S^{-1} B$ belongs to $\operatorname{LND}\left(S^{-1} B\right)$ and $\operatorname{ker}\left(S^{-1} D\right)=S^{-1} A$.
(3) Let $T$ be an indeterminate and $f \in B[T]$. Then $D$ has a unique extension $\Delta \in$ $\operatorname{Der}(B[T])$ such that $\Delta(T)=f$. If $f \in B$, then $\Delta \in \operatorname{LND}(B[T])$.
Exercise 2.2. If $A$ is a ring and $B=A[T]=A^{[1]}$, then $\left\{\left.a \frac{d}{d T} \right\rvert\, a \in A\right\} \subseteq \operatorname{LND}_{A}(B)$. Show that equality holds whenever $A$ is a domain of characteristic zero. Find an example where the inclusion is strict.
2.4. Definition. Let $B$ be a ring and $D \in \operatorname{LND}(B)$. Define a $\operatorname{map}^{\operatorname{deg}}{ }_{D}: B \rightarrow \mathbb{N} \cup\{-\infty\}$ by $\operatorname{deg}_{D}(x)=\max \left\{n \in \mathbb{N} \mid D^{n} x \neq 0\right\}$ for $x \in B \backslash\{0\}$, and $\operatorname{deg}_{D}(0)=-\infty$. Note that ker $D=\left\{x \in B \mid \operatorname{deg}_{D}(x) \leq 0\right\}$. We will see in 2.14 that $\operatorname{deg}_{D}$ has good properties when $B$ is a domain of characteristic zero.
2.5. Definition. Let $B$ be a ring and $D \in \operatorname{LND}(B)$. A slice of $D$ is an element $s \in B$ satisfying $D(s)=1$. A preslice of $D$ is an element $s \in B$ satisfying $D(s) \neq 0$ and $D^{2}(s)=0$ (i.e., $\operatorname{deg}_{D}(s)=1$ ).

It is clear that if $D \in \operatorname{LND}(B)$ and $D \neq 0$ then $D$ has a preslice. However:
2.6. Example. Let $\mathbb{k}$ be a field, $B=\mathbb{k}[X, Y, Z]=\mathbb{k}^{[3]}$ and consider the $\mathbb{k}$-derivation $D=X \frac{\partial}{\partial Y}+Y \frac{\partial}{\partial Z}$. Since $D$ is triangular, it is locally nilpotent. Since $D(B) \subseteq(X, Y) B$, $D$ does not have a slice.

The next fact has many consequences for locally nilpotent derivations:
2.7. Proposition. Consider rings $B \leq C \geq \mathbb{Q}$. If $D \in \operatorname{LND}(B)$ and $\gamma \in C$ then the map

$$
B \longrightarrow C, \quad b \longmapsto \sum_{n \in \mathbb{N}} \frac{1}{n!} D^{n}(b) \gamma^{n}
$$

is a homomorphism of $A$-algebras, where $A=\operatorname{ker}(D)$.
Proof. It is clear that the given map preserves addition and restricts to the identity map on $A$. So it suffices to verify that

$$
\begin{equation*}
\left(\sum_{i \in \mathbb{N}} \frac{1}{i!} D^{i}(x) \gamma^{i}\right)\left(\sum_{j \in \mathbb{N}} \frac{1}{j!} D^{j}(y) \gamma^{j}\right)=\sum_{n \in \mathbb{N}} \frac{1}{n!} D^{n}(x y) \gamma^{n} \tag{1}
\end{equation*}
$$

holds for all $x, y \in B$. In the left hand side of (1), the coefficient of $\gamma^{n}$ is

$$
\sum_{i+j=n} \frac{1}{i!j!} D^{i}(x) D^{j}(y)=\frac{1}{n!} \sum_{i+j=n} \frac{n!}{i!j!} D^{i}(x) D^{j}(y)
$$

which is equal to $\frac{1}{n!} D^{n}(x y)$ by Leibnitz Rule.

## Locally nilpotent derivations of $\mathbb{Q}$-algebras

Exercise 2.3. If $B$ is a $\mathbb{Q}$-algebra then $\operatorname{Der}(B)=\operatorname{Der}_{\mathbb{Q}}(B)$.
The following result is Proposition 2.1 of [19]:
2.8. Theorem. Let $B$ be $a \mathbb{Q}$-algebra. If $D \in \operatorname{LND}(B)$ and $s \in B$ satisfy $D s=1$ then $B=A[s]=A^{[1]}$, where $A=\operatorname{ker}(D)$.
Proof. Consider $f(T)=\sum_{i=0}^{n} a_{i} T^{i} \in A[T] \backslash\{0\}$ (where $n \geq 0, a_{i} \in A$ and $a_{n} \neq 0$ ). Then $D^{j}(f(s))=f^{(j)}(s)$ for all $j \geq 0$, where $f^{(j)}(T) \in A[T]$ denotes the $j$-th derivative of $f$; so $D^{n}(f(s))=n!a_{n} \neq 0$ and in particular $f(s) \neq 0$. So $s$ is transcendental over $A$, i.e., $A[s]=A^{[1]}$.

To show that $B=A[s]$, consider the homomorphism of $A$-algebra $\xi: B \rightarrow B, \xi(x)=$ $\sum_{j=0}^{\infty} \frac{D^{j} x}{j!}(-s)^{j}$ (use 2.7 with $B=C$ and $\gamma=-s$ ). For each $x \in B$,

$$
D(\xi(x))=\sum_{j=0}^{\infty} \frac{D^{j+1} x}{j!}(-s)^{j}+\sum_{j=0}^{\infty} \frac{D^{j} x}{j!} j(-s)^{j-1}(-1)=0
$$

so $\xi(B) \subseteq A$; since $\xi$ is a $A$-homomorphism, $\xi(B)=A$.
By induction on $\operatorname{deg}_{D}(x)$, we show that $\forall_{x \in B} x \in A[s]$. This is clear if $\operatorname{deg}_{D}(x) \leq 0$, so assume that $\operatorname{deg}_{D}(x) \geq 1$. Since $x=\xi(x)+(x-\xi(x))$ where $x-\xi(x) \in s B$,

$$
\begin{equation*}
x=a+x^{\prime} s, \quad \text { for some } a \in A \text { and } x^{\prime} \in B . \tag{2}
\end{equation*}
$$

This implies that $D x=D\left(x^{\prime}\right) s+x^{\prime}$ and it easily follows that

$$
\begin{equation*}
\forall_{m \geq 1} \quad D^{m}(x)=D^{m}\left(x^{\prime}\right) s+m D^{m-1}\left(x^{\prime}\right) . \tag{3}
\end{equation*}
$$

Choose $m \geq 1$ such that $D^{m-1}\left(x^{\prime}\right) \neq 0$ and $D^{m}\left(x^{\prime}\right)=0$ (such an $m$ exists because $\operatorname{deg}_{D}(x) \geq 1$, so $x \notin A$, so $\left.x^{\prime} \neq 0\right)$. Then (3) gives $D^{m}(x)=m D^{m-1}\left(x^{\prime}\right) \neq 0$ and
 then (2) gives $x \in A[s]$.
2.9. Corollary. Let $B$ be a $\mathbb{Q}$-algebra, $D \in \operatorname{Lnd}(B)$ and $A=\operatorname{ker}(D)$. If $s \in B$ satisfies $D s \neq 0$ and $D^{2} s=0$, then $B_{\alpha}=A_{\alpha}[s]=A_{\alpha}^{[1]}$ where $\alpha=D s \in A \backslash\{0\}$.
Proof. Let $S=\left\{1, \alpha, \alpha^{2}, \ldots\right\}$ and consider $S^{-1} D: S^{-1} B \rightarrow S^{-1} B$. By exercise 2.1, $S^{-1} D \in \operatorname{LND}\left(S^{-1} B\right), \operatorname{ker}\left(S^{-1} D\right)=S^{-1} A$ and $\left(S^{-1} D\right)(s / \alpha)=1$, so the result follows from 2.8.

Exercise 2.4. Let $B=\mathbb{Z}[X, Y]=\mathbb{Z}^{[2]}$ and $D=\frac{\partial}{\partial Y}+Y \frac{\partial}{\partial X}$. Since $D$ is triangular, we have $D \in \operatorname{Lnd}(B)$. Moreover, $D Y=1$. Show that $\operatorname{ker} D=\mathbb{Z}\left[2 X-Y^{2}\right]$ and that $B$ is not a polynomial ring over $\operatorname{ker} D$. (So in 2.8 the hypothesis that $B$ is a $\mathbb{Q}$-algebra is not superfluous.)

Exercise 2.5. Let $B$ be a $\mathbb{Q}$-algebra, $D \in \operatorname{LND}(B)$ and $A=$ ker $D$. Show:
$D: B \rightarrow B$ is surjective $\Longleftrightarrow D(B) \cap A^{*} \neq \varnothing \Longleftrightarrow D$ has a slice $\Longrightarrow B=A^{[1]}$.

## Locally nilpotent derivations of integral domains

Recall the notation $\operatorname{KLnd}(B)=\{\operatorname{ker} D \mid D \in \operatorname{Lnd}(B)$ and $D \neq 0\}$.
2.10. Lemma. Let $B$ be a domain of characteristic zero.
(1) If $A \in \operatorname{KLND}(B)$ then $S^{-1} B=(\operatorname{Frac} A)^{[1]}$, where $S=A \backslash\{0\}$; in particular, $\operatorname{trdeg}_{A}(B)=1$.
(2) If $A, A^{\prime} \in \operatorname{KLND}(B)$ and $A \subseteq A^{\prime}$, then $A=A^{\prime}$.
(3) Let $A \in \operatorname{KLND}(B)$ and let $D$ and $D^{\prime}$ be nonzero elements of $\operatorname{LND}_{A}(B)$. Then there exist $a, a^{\prime} \in A \backslash\{0\}$ such that $a D=a^{\prime} D^{\prime}$. In particular, $D \circ D^{\prime}=D^{\prime} \circ D$.
(4) If $A \in \operatorname{KLND}(B)$ then $\operatorname{LND}_{A}(B)$ is an $A$-module.

Proof. Let $A \in \operatorname{klnd}(B)$; consider $D \in \operatorname{Lnd}(B), D \neq 0$, such that ker $D=A$. If we write $S=A \backslash\{0\}$ and $K=\operatorname{Frac}(A)$ then exercise 2.1 gives $S^{-1} D \in \operatorname{LND}\left(S^{-1} B\right)$ and $\operatorname{ker}\left(S^{-1} D\right)=K$; it is clear that $S^{-1} D$ has a slice, i.e., there exists $t \in S^{-1} B$ such that $\left(S^{-1} D\right)(t)=1$; then 2.8 implies that $S^{-1} B=K[t]=K^{[1]}$, which proves assertion (1).

If $A, A^{\prime} \in \operatorname{KLND}(B)$ then $\operatorname{trdeg}_{A}(B)=1=\operatorname{trdeg}_{A^{\prime}}(B)$ by part (1). If also $A \subseteq A^{\prime}$, it follows that $A^{\prime}$ is algebraic over $A$; as $A$ is algebraically closed in $B$ by 1.3, we have $A=A^{\prime}$, so (2) is true.

Let $A \in \operatorname{Klnd}(B)$ and $S=A \backslash\{0\}$. By part (1), $S^{-1} B=K[t]=K^{[1]}$ for some $t \in S^{-1} B$. If $D$ and $D^{\prime}$ are nonzero elements of $\operatorname{LND}_{A}(B)$ then $S^{-1} D$ and $S^{-1} D^{\prime}$ are nonzero elements of $\operatorname{LND}_{K}(K[t])$. By exercise 2.2, each nonzero element of $\operatorname{LND}_{K}(K[t])$ has the form $\lambda \frac{d}{d t}$ for some $\lambda \in K^{*}$; it follows that $S^{-1} D^{\prime}=\lambda S^{-1} D$ for some $\lambda \in K^{*}$ and consequently $a D=a^{\prime} D^{\prime}$ for some $a, a^{\prime} \in A \backslash\{0\}$. It easily follows that $D \circ D^{\prime}=D^{\prime} \circ D$, which proves (3). In view of 2.3 , it follows that $\operatorname{LND}_{A}(B)$ is closed under addition, so (4) is true.
2.11. Definition. Let $A \leq B$ be domains. We say that $A$ is factorially closed in $B$ if:

$$
\forall x, y \in B \quad x y \in A \backslash\{0\} \Longrightarrow x, y \in A
$$

Exercise 2.6. Suppose that $A$ is a factorially closed subring of a domain $B$. Then:
(1) $A$ is algebraically closed in $B$ and $A^{*}=B^{*}$.
(2) An element of $A$ is irreducible in $A$ iff it is irreducible in $B$.
(3) If $B$ is a UFD then so is $A$.
2.12. Definition. A degree function on a ring $B$ is a map deg : $B \rightarrow \mathbb{N} \cup\{-\infty\}$ satisfying:
(1) $\forall x \in B \quad \operatorname{deg} x=-\infty \Longleftrightarrow x=0$
(2) $\forall x, y \in B \quad \operatorname{deg}(x y)=\operatorname{deg} x+\operatorname{deg} y$
(3) $\forall x, y \in B \quad \operatorname{deg}(x+y) \leq \max (\operatorname{deg} x, \operatorname{deg} y)$.

Note that if $B$ admits a degree function then it is a domain, by (1) and (2).
2.13. Lemma. If $\operatorname{deg}$ is a degree function on a domain $B$ then $\{x \in B \mid \operatorname{deg} x \leq 0\}$ is a factorially closed subring of $B$.

Proof. Obvious.
2.14. Proposition. Let $B$ be a domain of characteristic zero and $D \in \operatorname{LND}(B)$. Then the map

$$
\operatorname{deg}_{D}: B \rightarrow \mathbb{N} \cup\{-\infty\}
$$

(defined in 2.4) is a degree function.
Proof. Consider the ring $C=\left(S^{-1} B\right)[T]$, where $S=\mathbb{Z} \backslash\{0\}$ and $T$ is an indeterminate. Then $B \leq C \geq \mathbb{Q}$, so 2.7 (with $\gamma=T \in C$ ) implies that $\xi: B \rightarrow C, \xi(b)=\sum_{i=0}^{\infty} \frac{D^{n}(b)}{n!} T^{n}$, is a ring homomorphism. Moreover, $\xi$ is injective because setting $T=0$ in $\xi(b)$ gives b. Now $\operatorname{deg}_{D}$ is the composite $B \xrightarrow{\xi}\left(S^{-1} B\right)[T] \xrightarrow{\operatorname{deg}_{T}} \mathbb{N} \cup\{-\infty\}$, which is a degree function on $B$.
2.15. Corollary. Let $B$ be a domain of characteristic zero, $D \in \operatorname{LND}(B)$ and $A=\operatorname{ker}(D)$. Then $A$ is a factorially closed subring of $B$. In particular $A^{*}=B^{*}$, and if $\mathbb{k}$ is any field contained in $B$ then $D$ is $a \mathbb{k}$-derivation.

Proof. $A=\left\{x \in B \mid \operatorname{deg}_{D}(x) \leq 0\right\}$ is clear, so $A$ is factorially closed in $B$ by 2.14 and 2.13. It follows that $A^{*}=B^{*}$ and consequently every field contained in $B$ is in fact contained in $A$.
2.16. Theorem. Let $B$ be a domain of characteristic zero and $0 \neq D \in \operatorname{Der}(B)$.
(1) Let $b \in B \backslash\{0\}$ and consider $b D \in \operatorname{Der}(B)$. Then

$$
b D \in \operatorname{LND}(B) \Longleftrightarrow D \in \operatorname{LND}(B) \text { and } b \in \operatorname{ker}(D) .
$$

(2) Let $S \subset B$ be a multiplicatively closed set and consider the derivation $S^{-1} D$ : $S^{-1} B \rightarrow S^{-1} B$. Then

$$
S^{-1} D \in \operatorname{LND}\left(S^{-1} B\right) \Longleftrightarrow D \in \operatorname{LND}(B) \text { and } S \subset \operatorname{ker}(D)
$$

Moreover, if $S \subset \operatorname{ker}(D)$ then $\operatorname{ker}\left(S^{-1} D\right)=S^{-1} \operatorname{ker}(D)$.
(3) Let $T$ be an indeterminate, let $f \in B[T]$ and consider the unique extension $\Delta \in$ $\operatorname{Der}(B[T])$ of $D$ such that $\Delta(T)=f$. Then

$$
\Delta \in \operatorname{LND}(B[T]) \Longleftrightarrow D \in \operatorname{LND}(B) \text { and } f \in B
$$

Proof. In each case (1), (2), (3), we prove $(\Rightarrow)$; see exercise 2.1 for $(\Leftarrow)$.
(1) Assume that $b D$ is locally nilpotent; since it is also nonzero, there exists $s \in B$ such that $(b D)(s) \neq 0$ and $(b D)^{2}(s)=0$. Then $b D(s)$ belongs to the factorially closed subring $\operatorname{ker}(b D)$ of $B$, so $b \in \operatorname{ker}(b D)=\operatorname{ker}(D)$. It follows that $(b D)^{n}=b^{n} D^{n}$ for all $n$, so $D$ is locally nilpotent and $(\Rightarrow)$ is true. This proves (1).
(2) Assume that $S^{-1} D$ is locally nilpotent. Since $D$ is a restriction of $S^{-1} D, D$ is locally nilpotent and $B \cap \operatorname{ker}\left(S^{-1} D\right)=\operatorname{ker} D$. Also, $S \subseteq\left(S^{-1} B\right)^{*} \subset \operatorname{ker}\left(S^{-1} D\right)$ by 2.15 , so $S \subseteq B \cap \operatorname{ker}\left(S^{-1} D\right)=\operatorname{ker} D$ and $(\Rightarrow)$ is true.

If $S \subset \operatorname{ker}(D)$ then $\left(S^{-1} D\right)(b / s)=(D b) / s$ for all $b \in B$ and $s \in S$, so $\operatorname{ker}\left(S^{-1} D\right)=$ $S^{-1} \operatorname{ker}(D)$.
(3) Assume that $\Delta$ is locally nilpotent. Then its restriction $D$ is locally nilpotent. Consider $g \in B[T] \backslash B$ such that $\Delta(g) \in B$; then

$$
B \ni \Delta(g)=g^{(D)}(T)+g^{\prime}(T) f(T)
$$

and it follows that $\operatorname{deg}_{T}(f) \leq 1$. Write $f=a T+b$ (with $a, b \in B$ ) and denote the leading term of $g$ by $\alpha T^{n}$ (with $n>0, \alpha \in B \backslash\{0\}$ ). Then

$$
0=\left(\text { coefficient of } T^{n} \text { in } \Delta(g)\right)=D(\alpha)+n a \alpha,
$$

so $\operatorname{deg}_{D}(n a \alpha)=\operatorname{deg}_{D}(D(\alpha))<\operatorname{deg}_{D}(\alpha)$. Since $\operatorname{deg}_{D}(n a \alpha)=\operatorname{deg}_{D}(a)+\operatorname{deg}_{D}(\alpha)$, we have $\operatorname{deg}_{D}(a)<0$ so $a=0$. Hence, $f \in B$.

Exercise 2.7. In exercise 1.5, observe that $A=\operatorname{ker} D$ is not factorially closed in $B$.
Exercise 2.8. Let $B$ be a domain of characteristic zero and suppose that $D \in \operatorname{Der}(B)$ satisfies $D^{n}=0$ for some $n>0$. Show that $D=0$.

Exercise 2.9. Let $B$ be a domain such that: (1) $B$ has transcendence degree 1 over some field $\mathbb{k}_{0} \leq B$ of characteristic zero; $(2) \operatorname{LND}(B) \neq\{0\}$. Show that $B=\mathbb{k}^{[1]}$ for some field $\mathbb{k}$ contained in $B$.

Exercise 2.10. Consider the subring $B=\mathbb{C}\left[T^{2}, T^{3}\right]$ of $\mathbb{C}[T]=\mathbb{C}^{[1]}$. Show that the only locally nilpotent derivation $B \rightarrow B$ is the zero derivation.

Exercise 2.11. Let $X, Y$ be indeterminates, $\mathbb{k}=\mathbb{Q}(X)$ and $B=\mathbb{k}[Y] /\left(Y^{2}\right)$. If $y \in B$ denotes the residue class of $Y$ then $B=\mathbb{k}[y], y \neq 0$ and $y^{2}=0$. Show that there exists $D \in \operatorname{Der}_{\mathbb{Q}}(B)$ such that $D(X)=y$ and $D(y)=0$. Show that $D^{2}=0$, so $D \in \operatorname{LND}(B)$. However, $D$ is not a $\mathbb{k}$-derivation! (Compare with 2.15.)

Exercise 2.12. Let $B$ be a domain of characteristic zero and $D, D^{\prime} \in \operatorname{LND}(B)$.
(1) Show: $\operatorname{ker} D=\operatorname{ker} D^{\prime} \quad \Longleftrightarrow \quad \operatorname{deg}_{D}=\operatorname{deg}_{D^{\prime}}$ (equality of functions). (Hint: Use part (3) of 2.10.)
(2) Assume that $D$ and $D^{\prime}$ have the same kernel $A$ and that $s \in B$ is a preslice of $D$. Show that $D(s), D^{\prime}(s) \in A \backslash\{0\}$ and $D^{\prime}(s) D=D(s) D^{\prime}$.
(Hint: Consider $D^{\prime}(s) D-D(s) D^{\prime} \in \operatorname{Der}(B)$.)

## Irreducible derivations

2.17. Definition. Let $B$ be a ring. A derivation $D: B \rightarrow B$ is irreducible if the only principal ideal of $B$ which contains $D(B)$ is $B$.

Exercise 2.13. Let $B$ be a domain and $D \in \operatorname{Der}(B)$. Show that $D$ is irreducible if and only if:

$$
D=a \Delta, a \in B, \Delta \in \operatorname{Der}(B) \quad \Longrightarrow \quad a \in B^{*} .
$$

Exercise 2.14. Let $\mathbb{k}$ be a field, $B=\mathbb{k}\left[X_{1}, \ldots, X_{n}\right]=\mathbb{k}^{[n]}$ and $D \in \operatorname{Der}_{\mathbb{k}}(B)$. Show that $D$ is irreducible if and only if $\operatorname{gcd}\left(D X_{1}, \ldots, D X_{n}\right)=1$.

Exercise 2.15. Let $B$ be a domain containing $\mathbb{Q}$ and $D \in \operatorname{LND}(B)$. Show that if $D$ is irreducible then:

$$
D \text { is surjective } \Longleftrightarrow D \cap B^{*} \neq \varnothing \Longleftrightarrow D \text { has a slice } \Longleftrightarrow B=(\operatorname{ker} D)^{[1]}
$$

We say that a ring $B$ satisfies the $A C C$ for principal ideals if every strictly increasing sequence $I_{1} \subset I_{2} \subset \cdots$ of principal ideals of $B$ is a finite sequence, or equivalently if every nonempty collection of principal ideals of $B$ has a maximal element. ${ }^{1}$ Note that every UFD and every noetherian ring satisfies this condition.
2.18. Lemma. Let $B$ be a domain and let $D \in \operatorname{Der}(B), D \neq 0$.
(1) If $B$ satisfies the $A C C$ for principal ideals, then there exists an irreducible derivation $D_{0} \in \operatorname{Der}(B)$ such that $D=a D_{0}$ for some $a \in B$.
(2) If $B$ is a UFD then the $D_{0}$ in part (1) is unique up to multiplication by a unit.

Proof. To prove (1), we may assume that $D$ is not irreducible (otherwise the claim is trivial). Then the set $\mathcal{A}=\left\{a \in B \backslash B^{*} \mid D(B) \subseteq a B\right\}$ is nonempty. Fix $x \in B$ such that $D(x) \neq 0$ and consider the following (nonempty) collection of principal ideals of $B$ :

$$
\Sigma=\left\{\left.\left(\frac{D x}{a}\right) B \right\rvert\, a \in \mathcal{A}\right\}
$$

By our assumption on $B$, we may choose $a \in \mathcal{A}$ in such a way that $I=\left(\frac{D x}{a}\right) B$ is a maximal element of $\Sigma$. As $D(B) \subseteq a B$ and $B$ is a domain, $x \mapsto a^{-1} D(x)$ defines a map $D_{0}: B \rightarrow B$. It is easily seen that $D_{0} \in \operatorname{Der}(B)$ and, obviously, $D=a D_{0}$. To show that $D_{0}$ is irreducible, consider $b \in B$ such that $D_{0}(B) \subseteq b B$; we have to show that $b \in B^{*}$. We have $D(B) \subseteq a b B$, so $a b \in \mathcal{A}$ and consequently $J=\left(\frac{D x}{a b}\right) B \in \Sigma$. As $I \subseteq J$, we have $I=J$ because $I$ is a maximal element of $\Sigma$, so $\frac{D x}{a b} \in\left(\frac{D x}{a}\right) B$ and consequently $b \in B^{*}$. This proves assertion (1).

To prove (2), suppose that $B$ is a UFD and that $a_{1} D_{1}=a_{2} D_{2}$, where $D_{1}, D_{2} \in \operatorname{Der}(B)$ are irreducible and $a_{1}, a_{2} \in B \backslash\{0\}$; we have to show that $D_{1}=u D_{2}$ for some $u \in B^{*}$. We may assume that $\operatorname{gcd}\left(a_{1}, a_{2}\right)=1$. Suppose that $a_{1} \notin B^{*}$. Then there exists a prime element $p$ of $B$ such that $p \mid a_{1}$; for every $x \in B$ we have $p \mid a_{2} D_{2}(x)$, so $p \mid D_{2}(x)$; this means that $D_{2}(B) \subseteq p B$, which contradicts the fact that $D_{2}$ is irreducible. Thus $a_{1}$ is a unit and (by symmetry) so is $a_{2}$.
2.19. Corollary. Let $B$ be a domain of characteristic zero satisfying $A C C$ for principal ideals, let $A \in \operatorname{KLND}(B)$ and consider the set

$$
S=\left\{D \in \operatorname{LND}_{A}(B) \mid D \text { is an irreducible derivation }\right\} .
$$

Then $S \neq \varnothing$ and $\operatorname{LND}_{A}(B)=\{a D \mid a \in A$ and $D \in S\}$.
Proof. By 2.18, each nonzero element of $\operatorname{LND}_{A}(B)$ has the form $a D$ where $a \in B \backslash\{0\}$ and $D \in \operatorname{Der}_{A}(B)$ is an irreducible derivation. By 2.16, we have $D \in \operatorname{LND}_{A}(B)$ and $a \in A$.
2.20. Corollary. Let $B$ be a UFD of characteristic zero and let $A \in \operatorname{KLnd}(B)$. Then $\mathrm{LND}_{A}(B)$ contains an irreducible derivation $D$, unique up to multiplication by a unit. Moreover, for any such $D$ we have $\operatorname{LND}_{A}(B)=\{a D \mid a \in A\}$.

[^0]In view of the above facts, we may make the following comments:
2.21. Statement of the problem. Given a ring $B$, the problem of describing LND $(B)$ splits into two parts:
(I) Describe $\operatorname{KLND}(B)$. In other words, answer the question:

Which subrings of $B$ are kernels of locally nilpotent derivations $B \rightarrow B$ ?
(II) For each $A \in \operatorname{klnd}(B)$, describe $\operatorname{Lnd}_{A}(B)$.

- If $B$ is a UFD of characteristic zero, it suffices to give the unique (2.20) irreducible element of $\operatorname{LND}_{A}(B)$.
- If $B$ is a noetherian domain, it suffices (2.19) to give all irreducible elements of $\operatorname{LND}_{A}(B)$.

Usually, step (I) is more difficult and more interesting than step (II). However the following exercises show that step (II) is sometimes problematic. In ex. 2.16, B is a noetherian domain of characteristic zero (and hence satisfies ACC for principal ideals); in ex. 2.17, $B$ is a domain of characteristic zero which does not satisfy ACC for principal ideals.

Exercise 2.16. Let $R$ be the subring $\mathbb{C}\left[T^{2}, T^{3}\right]$ of $\mathbb{C}[T]=\mathbb{C}^{[1]}$ and let $B=R[X, Y]=R^{[2]}$. Let $L=X+T Y$ (and note that $L \notin B$ ). For each integer $n \geq 0$, define an $R$-derivation $D_{n}: B \rightarrow B$ by $D_{n}(X)=-T^{3} L^{n}$ and $D_{n}(Y)=T^{2} L^{n}$.
(1) Verify that $D_{n}^{2}(X)=0=D_{n}^{2}(Y)$, so $D_{n} \in \operatorname{LND}_{R}(B)$.
(2) Show that $D_{n}$ is irreducible.
(3) Fix $N>0$ and consider $D=T^{2} D_{N} \in \operatorname{LND}(B)$. Show that for each $n \in\{0, \ldots, N\}$ there exists $\alpha_{n} \in B$ such that $D=\alpha_{n} D_{n}$ (compare with part (2) of 2.18, i.e., note that uniqueness does not hold here). Show that the $D_{n}$ all have the same kernel.
Let $A$ denote the kernel of any $D_{n}$. By the above, $\operatorname{LND}_{A}(B)$ contains the infinite family $\left\{D_{n} \mid n \in \mathbb{N}\right\}$ of irreducible derivations. Actually $\operatorname{LND}_{A}(B)$ contains many more irreducible derivations. It is possible to describe the set $S$ of 2.19 , but we will not do it here.

Exercise 2.17. Let $a, u, v$ be indeterminates over $\mathbb{C}$ and let $R$ be the $\mathbb{C}$-subalgebra of $\mathbb{C}(a, u, v)$ generated by $\{a\} \cup\left\{u / a^{n} \mid n \in \mathbb{N}\right\} \cup\left\{v / a^{n} \mid n \in \mathbb{N}\right\}$. Equivalently, $R$ is the $\mathbb{C}$-vector space with basis the monomials $a^{i} u^{j} v^{k}$ such that $(i, j, k) \in \mathbb{Z} \times \mathbb{N}^{2}$ and $(i, j, k) \notin\{-1,-2, \ldots\} \times\{(0,0)\}$.
(1) Show that $a R \neq R$ and that if $f, g \in R$ satisfy $f v=g u$, then $f, g \in a R$.
(2) Let $B=R[X, Y]=R^{[2]}$. Deduce from (1) that $a B \neq B$ and that if $f, g \in B$ satisfy $f v=g u$, then $f, g \in a B$.
(3) Show that if an $R$-derivation $\Delta: B \rightarrow B$ satisfies $\Delta(v X-u Y)=0$, then $\Delta$ is not irreducible.
(4) Consider the $R$-derivation $D=u \frac{\partial}{\partial X}+v \frac{\partial}{\partial Y}: B \rightarrow B$. Show that $D \in \operatorname{LND}_{R}(B)$. Define $A=\operatorname{ker} D$, thus $A \in \operatorname{KLND}_{R}(B)$. Show that no element of $\operatorname{Der}_{A}(B)$ is an irreducible derivation (hence no element of $\operatorname{LND}_{A}(B)$ is irreducible).

## A REMARK IN THE FACTORIAL CASE

2.22. Lemma. Let $B$ be a UFD containing $\mathbb{Q}$. If $A \in \operatorname{KLND}(B)$ and $p$ is a prime element of $A$ then the following hold:
(1) $p$ is a prime element of $B$ and $A \cap p B=p A$. Consequently, we have the inclusion $A / p A \leq B / p B$ of domains.
(2) The algebraic closure of $A / p A$ in $B / p B$ is an element of $\operatorname{KLND}(B / p B)$.

Proof. Assertion (1) easily follows from the fact that $A$ is factorially closed in $B$. To prove (2), consider the transcendence degree $d$ of $B / p B$ over $A / p A$. By 2.20 , we may consider an irreducible $D \in \operatorname{LND}(B)$ such that ker $D=A$. In particular $D(B) \nsubseteq p B$, so the "induced" locally nilpotent derivation $D / p: B / p B \rightarrow B / p B$ is nonzero; it follows that $B / p B$ has transcendence degree 1 over $\operatorname{ker}(D / p)$ and since $A / p A \leq \operatorname{ker}(D / p)$ we get $d>0$.

Let $\pi: B \rightarrow B / p B$ be the canonical epimorphism. Given any $f, g \in B$, there exists $F\left(T_{1}, T_{2}\right) \in A\left[T_{1}, T_{2}\right] \backslash\{0\}$ such that $F(f, g)=0$ and we may arrange that some coefficient of $F$ is not in $p A$; then $F^{(\pi)}\left(T_{1}, T_{2}\right) \in A / p A\left[T_{1}, T_{2}\right]$ is not the zero polynomial and satisfies $F^{(\pi)}(\pi(f), \pi(g))=\pi(F(f, g))=0$. This shows that any two elements of $B / p B$ are algebraically dependent over $A / p A$, so $d \leq 1$.

It follows that the algebraic closure of $A / p A$ in $B / p B$ is $\operatorname{ker}(D / p)$.
2.23. Proposition. Let $B$ be a UFD containing $\mathbb{Q}, D \in \operatorname{LND}(B)$ and $A=$ ker $D$. Suppose that some nonzero element of $A \cap D(B)$ is a product of prime elements $p$ of $A$ satisfying:

$$
A / p A \text { is algebraically closed in } B / p B .
$$

Then $B=A^{[1]}$.
Proof. By 2.20, we have $D=\alpha D_{0}$ for some $\alpha \in A \backslash\{0\}$ and some irreducible $D_{0} \in \operatorname{LND}(B)$. Clearly, ker $D_{0}=A$ and $D_{0}$ satisfies the hypothesis of the proposition. So, to prove the proposition, we may assume that $D$ is irreducible. With this assumption, we show that $D$ has a slice. Let $E \subset B$ be the set of elements $s \in B$ which satisfy $D s \in A \backslash\{0\}$ and: $D s$ is a product of prime elements $p$ of $A$ such that $A / p A$ is algebraically closed in $B / p B$. By assumption, we have $E \neq \varnothing$. Given $s \in E$, write $D s=p_{1} \cdots p_{n}$ where each $p_{i}$ is a prime element of $A$; then $s \mapsto n$ is a well-defined map $\ell: E \rightarrow \mathbb{N}$ and it suffices to show that $\ell(s)=0$ for some $s \in E$. Consider $s \in E$ such that $\ell(s)>0$, write $D s=p_{1} \cdots p_{n}$ as before, let $p=p_{n}$ and note that $s+p B$ belongs to the kernel of $D / p: B / p B \rightarrow B / p B$. Since $A / p A$ is algebraically closed in $B / p B, 2.22$ gives $\operatorname{ker}(D / p)=A / p A$, so there exists $a \in A$ such that $s-a \in p B$; define $s_{1}=(s-a) / p$, then $s_{1} \in B$ and $D s_{1}=p_{1} \cdots p_{n-1}$, so $s_{1} \in E$ and $\ell\left(s_{1}\right)<\ell(s)$. Hence, there exists $s^{\prime} \in E$ such that $\ell\left(s^{\prime}\right)=0$, i.e., $D s^{\prime} \in B^{*}$. By 2.8 , we get $B=A^{[1]}$.

## 3. Automorphisms

3.1. Lemma. Let $B$ be a $\mathbb{Q}$-algebra and $f(T) \in B[T]$, where $T$ is an indeterminate. If $\{n \in \mathbb{Z} \mid f(n)=0\}$ is an infinite set, then $f(T)=0$.

Proof. By induction on $\operatorname{deg}_{T}(f)$. The result is trivial if $\operatorname{deg}_{T}(f) \leq 0$, so assume that $\operatorname{deg}_{T}(f)>0$. Pick $n \in \mathbb{Z}$ such that $f(n)=0$; since $T-n \in B[T]$ is a monic polynomial, $f(T)=(T-n) g(T)$ for some $g(T) \in B[T]$ such that $\operatorname{deg}_{T}(g)<\operatorname{deg}_{T}(f)$. If $m \in \mathbb{Z} \backslash\{n\}$ is such that $f(m)=0$, then $(m-n) g(m)=0$ and $m-n \in B^{*}$, so $g(m)=0$. So $g(m)=0$ holds for infinitely many $m \in \mathbb{Z}$ and, by the inductive hypothesis, $g(T)=0$. It follows that $f(T)=0$.

The following is another consequence of 2.7.
3.2. Proposition. Let $B$ be a $\mathbb{Q}$-algebra, $D \in \operatorname{LND}(B)$ and $A=$ ker $D$. The map

$$
e^{D}: B \rightarrow B, \quad b \longmapsto \sum_{n \in \mathbb{N}} \frac{D^{n}(b)}{n!}
$$

is an automorphism of $B$ as an $A$-algebra and satisfies $A=\left\{b \in B \mid e^{D}(b)=b\right\}$. Moreover, if $D_{1}, D_{2} \in \operatorname{LND}(B)$ are such that $D_{2} \circ D_{1}=D_{1} \circ D_{2}$, then $D_{1}+D_{2} \in \operatorname{LND}(B)$ and

$$
\begin{equation*}
e^{D_{1}+D_{2}}=e^{D_{1}} \circ e^{D_{2}}=e^{D_{2}} \circ e^{D_{1}} . \tag{4}
\end{equation*}
$$

Proof. Applying 2.7 with $C=B$ and $\gamma=1$, we obtain that $e^{D}: B \rightarrow B$ is a homomorphism of $A$-algebras, which is part of the assertion. We begin by proving equation (4). Consider $D_{1}, D_{2} \in \operatorname{LND}(B)$ such that $D_{2} \circ D_{1}=D_{1} \circ D_{2}$. By 2.3, $D_{1}+D_{2} \in \operatorname{LND}(B)$ so it makes sense to consider the ring homomorphism $e^{D_{1}+D_{2}}: B \rightarrow B$. If $b \in B$,

$$
\begin{aligned}
\left(e^{D_{1}} \circ e^{D_{2}}\right)(b)=e^{D_{1}}\left(\sum_{j \in \mathbb{N}} \frac{D_{2}^{j}(b)}{j!}\right)=\sum_{j \in \mathbb{N}} \frac{e^{D_{1}}\left(D_{2}^{j}(b)\right)}{j!}=\sum_{j \in \mathbb{N}} \frac{1}{j!}\left(\sum_{i \in \mathbb{N}} \frac{D_{1}^{i}\left(D_{2}^{j}(b)\right)}{i!}\right) \\
=\sum_{i, j \in \mathbb{N}} \frac{\left(D_{1}^{i} \circ D_{2}^{j}\right)(b)}{i!j!}=\sum_{n \in \mathbb{N}} \frac{1}{n!} \sum_{i+j=n}\binom{n}{i}\left(D_{1}^{i} \circ D_{2}^{j}\right)(b) .
\end{aligned}
$$

Since $D_{2} \circ D_{1}=D_{1} \circ D_{2}$, we have $\left(D_{1}+D_{2}\right)^{n}=\sum_{i+j=n}\binom{n}{i} D_{1}^{i} \circ D_{2}^{j}$ for each $n \in \mathbb{N}$ and consequently

$$
\left(e^{D_{1}} \circ e^{D_{2}}\right)(b)=\sum_{n \in \mathbb{N}} \frac{1}{n!}\left(D_{1}+D_{2}\right)^{n}(b)=e^{D_{1}+D_{2}}(b) .
$$

So $e^{D_{1}} \circ e^{D_{2}}=e^{D_{1}+D_{2}}$, which proves equation (4).
Consider $D \in \operatorname{LND}(B)$ and let $A=\operatorname{ker}(D)$. Since $(-D) \circ D=D \circ(-D)$, equation (4) gives $e^{D} \circ e^{-D}=e^{-D} \circ e^{D}=e^{0}=\operatorname{id}_{B}$, so $e^{D}$ is an $A$-automorphism of $B$.

There remains to prove that $A=\left\{b \in B \mid e^{D}(b)=b\right\}$, where " $\subseteq$ " is clear. Consider $b \in B$ such that $e^{D}(b)=b$. Then for every integer $n>0$ we have

$$
b=\left(e^{D}\right)^{n}(b)=e^{n D}(b)=\sum_{j=0}^{\infty} \frac{1}{j!}(n D)^{j}(b)=\sum_{j=0}^{\infty} \frac{1}{j!} D^{j}(b) n^{j}=b+f(n),
$$

where we define $f(T) \in B[T]$ by $f(T)=\sum_{j=1}^{\infty} \frac{1}{j!} D^{j}(b) T^{j}$. By 3.1 we have $f(T)=0$, so in particular $D(b)=0$.
3.3. Lemma. Given rings $\mathbb{Q} \leq \mathbb{k} \leq B$, consider the subgroup $\langle E\rangle$ of $\mathrm{Aut}_{\mathfrak{k}}(B)$ generated by the set $E=\left\{e^{D} \mid D \in \operatorname{LND}_{\mathbb{k}}(B)\right\}$. Then $\langle E\rangle$ is a normal subgroup of $\operatorname{Aut}_{\mathbb{k}_{k}}(B)$.

Proof. If $\theta \in \operatorname{Aut}_{\mathbb{k}}(B)$ and $D \in \operatorname{LND}_{\mathbb{k}}(B)$, then $\theta^{-1} \circ D \circ \theta \in \operatorname{Der}_{\mathbb{k}}(B)$ and $\left(\theta^{-1} \circ D \circ \theta\right)^{n}=$ $\theta^{-1} \circ D^{n} \circ \theta$, so $\theta^{-1} \circ D \circ \theta \in \operatorname{LND}_{\mathfrak{k}}(B)$. It is easily verified that $\theta^{-1} \circ e^{D} \circ \theta=e^{\theta^{-1} \circ D \circ \theta}$, so $\theta^{-1} E \theta \subseteq E$ holds for all $\theta \in \operatorname{Aut}_{\mathbf{k}}(B)$. It follows that $\langle E\rangle \triangleleft \operatorname{Aut}_{k}(B)$.

Exercise 3.1. Let $B$ be a domain containing $\mathbb{Q}$, let $D \in \operatorname{LND}(B)$ and consider $e^{D}: B \rightarrow$ $B$. Show that if $\mathbb{k}$ is any field contained in $B$ then $e^{D}$ is a $\mathbb{k}$-automorphism of $B$.
Exercise 3.2. With $B$ and $D$ as in 2.6, consider $e^{D}: B \rightarrow B$. Note that $e^{D}$ is a $\mathbb{k}$-automorphism of $B$. Compute $e^{D}(X), e^{D}(Y)$ and $e^{D}(Z)$.
Exercise 3.3. Consider rings $\mathbb{Q} \leq \mathbb{k} \leq B$ and let $D \in \operatorname{LND}_{\mathbb{k}}(B)$. Show that $\lambda \mapsto e^{\lambda D}$ is a group homomorphism $(\mathbb{k},+) \rightarrow \operatorname{Aut}_{\mathbb{k}}(B)$ with kernel $\{\lambda \in \mathbb{k} \mid \lambda D=0\}$.
4. $G_{a}$-ACTIONS

## The simple minded viewpoint

4.1. Definition. Let $\mathbb{k}$ be an algebraically closed field of characteristic zero. Then the symbol $G_{a}(\mathbb{k})$ denotes the group $(\mathbb{k},+)$ viewed as an algebraic group. If $X$ is a $\mathbb{k}$-variety, an algebraic action of $G_{a}(\mathbb{k})$ on $X$ is a morphism $\alpha: \mathbb{k} \times X \rightarrow X$ which satisfies:
(1) $\alpha(0, x)=x$ for all $x \in X$
(2) $\alpha(a+b, x)=\alpha(a, \alpha(b, x))$ for all $a, b \in \mathbb{k}$ and $x \in X$.

In other words, an action is a morphism $\alpha: \mathbb{k} \times X \rightarrow X$ satisfying:
$(1+2)$ The map $a \mapsto \alpha(a, \ldots)$ is a group homomorphism $(\mathbb{k},+) \rightarrow \operatorname{Aut}_{\mathbb{k}}(X)$.
4.2. Let $\mathbb{k}$ be an algebraically closed field of characteristic zero and $B$ a $\mathbb{k}$-algebra. We claim that there is a bijection

$$
\begin{equation*}
\operatorname{LND}_{\mathbb{k}}(B) \longrightarrow \text { set of actions of } G_{a}(\mathbb{k}) \text { on } \operatorname{Spec}(B) \tag{5}
\end{equation*}
$$

Indeed, fix $D \in \operatorname{LND}_{\mathbb{k}}(B)$; then (exercise 3.3) we have the group homomorphism

$$
(\mathbb{k},+) \longrightarrow \operatorname{Aut}_{\mathbb{k}}(B), \quad \lambda \longmapsto e^{\lambda D} ;
$$

applying the functor Spec , we obtain the group homomorphism

$$
(\mathbb{k},+) \longrightarrow \operatorname{Aut}_{\mathbb{k}}(\operatorname{Spec} B), \quad \lambda \longmapsto \operatorname{Spec}\left(e^{\lambda D}\right)
$$

To conclude that we have an action, there remains to verify that the map

$$
\alpha: \mathbb{k} \times \operatorname{Spec} B \longrightarrow \operatorname{Spec} B, \quad(\lambda, x) \longmapsto\left(\operatorname{Spec} e^{\lambda D}\right)(x)
$$

is a morphism in the sense of algebraic geometry. Note that we may identify $\mathbb{k} \times \operatorname{Spec} B$ with $\operatorname{Spec}\left(\mathbb{k}[T] \otimes_{\mathbb{k}} B\right)=\operatorname{Spec}(B[T])$ where $T$ is an indeterminate. By 2.7, $D$ determines the homomorphism of $\mathbb{k}$-algebras $\xi: B \rightarrow B[T], \xi(b)=\sum_{j \in \mathbb{N}} \frac{D^{j} b}{j!} T^{j}$, and one can verify that $\operatorname{Spec}(\xi)=\alpha$; so $\alpha$ is a morphism.

This shows that (5) is a well-defined map. The fact that it is bijective will be shown in 4.12, below.
4.3. Example. Let $B=\mathbb{C}[X, Y, Z]=\mathbb{C}^{[3]}$ and $D=X \frac{\partial}{\partial Y}+\left(Y^{2}+X Y\right) \frac{\partial}{\partial Z} \in \operatorname{LND}_{\mathbb{C}}(B)$. Then $D$ determines an action $\alpha: \mathbb{C} \times \mathbb{C}^{3} \rightarrow \mathbb{C}^{3}$ which we now compute. We have

$$
\begin{aligned}
& e^{\lambda D}(Z)=\sum_{n=0}^{\infty} \frac{(\lambda D)^{n}(Z)}{n!}=\sum_{n=0}^{\infty} \frac{\lambda^{n}}{n!} D^{n}(Z) \\
&=Z+\lambda\left(Y^{2}+X Y\right)+\frac{\lambda^{2}}{2}\left(2 X Y+X^{2}\right)+\frac{\lambda^{3}}{6}\left(2 X^{2}\right),
\end{aligned}
$$

and similarly $e^{\lambda D}(X)=X$ and $e^{\lambda D}(Y)=Y+(\lambda D)(Y)=Y+\lambda X$. So, given $\lambda \in \mathbb{C}$ and $(x, y, z) \in \mathbb{C}^{3}$,

$$
\alpha:(\lambda,(x, y, z)) \longmapsto\left(x, y+\lambda x, z+\lambda\left(y^{2}+x y\right)+\frac{\lambda^{2}}{2}\left(2 x y+x^{2}\right)+\frac{\lambda^{3}}{3} x^{2}\right) .
$$

4.4. If a group $G$ acts on a ring $B$,

$$
G \times B \longrightarrow B, \quad(g, b) \longmapsto g b,
$$

then one defines the ring of invariants $B^{G}=\left\{b \in B \mid \forall_{g \in G} g b=b\right\}$. In the situation described in 4.2, we fix $D \in \operatorname{LND}_{\mathbb{k}}(B)$ and we let the group $G_{a}=(\mathbb{k},+)$ act on the $\mathbb{k}$-algebra $B$,

$$
G_{a}(\mathbb{k}) \times B \longrightarrow B, \quad(\lambda, b) \longmapsto e^{\lambda D}(b) .
$$

For any $b \in B$ we have

$$
b \in B^{G_{a}} \Longleftrightarrow \forall_{\lambda \in \mathbb{k}} e^{\lambda D}(b)=b \stackrel{3.2}{\Longleftrightarrow} \forall_{\lambda \in \mathbb{k}} b \in \operatorname{ker}(\lambda D) \Longleftrightarrow b \in \operatorname{ker}(D),
$$

so $B^{G_{a}}=\operatorname{ker}(D)$. Note that this is a genuine equality, not just an isomorphism.
Next, we describe the fixed points of a $G_{a}$-action on $\operatorname{Spec}(B)$.
4.5. Proposition. Let $\mathbb{Q} \leq \mathbb{k} \leq B$ be rings, let $D \in \operatorname{LND}_{\mathfrak{k}}(B)$ and let $\mathfrak{m}$ be a maximal ideal of $B$. Then tfae:
(1) For all $\lambda \in \mathbb{k}, e^{\lambda D}(\mathfrak{m})=\mathfrak{m}$
(2) $\mathfrak{m} \supseteq D(B)$.

Proof. Suppose that (2) holds. Given $\lambda \in \mathbb{k}$ and $b \in \mathfrak{m}$, we have $D^{j}(b) \in \mathfrak{m}$ for all $j \in \mathbb{N}$, so $e^{\lambda D}(b)=\sum_{j=0}^{\infty} \frac{D^{j}(b)}{j!} \lambda^{j} \in \mathfrak{m}$; this shows that $e^{\lambda D}(\mathfrak{m}) \subseteq \mathfrak{m}$, and since $e^{\lambda D}$ is an automorphism we must have $e^{\lambda D}(\mathfrak{m})=\mathfrak{m}$. So (2) implies (1).

Conversely, suppose that (1) holds. The first step is to prove that

$$
\begin{equation*}
D(\mathfrak{m}) \subseteq \mathfrak{m} \tag{6}
\end{equation*}
$$

Let $b \in \mathfrak{m}$. Define $f(T)=\sum_{j=0}^{\infty} \frac{D^{j}(b)}{j!} T^{j} \in B[T]$ and note that $f(\lambda)=e^{\lambda D}(b)$ for all $\lambda \in \mathbb{k}$. Since (1) holds, we have $f(\lambda) \in \mathfrak{m}$ for all $\lambda \in \mathbb{k}$, so in particular this holds for all $\lambda \in \mathbb{Q}$. Consider the field $\kappa=B / \mathfrak{m}$, the canonical epimorphism $\pi: B \rightarrow \kappa$ and the polynomial $f^{(\pi)} \in \kappa[T]$. Then $\mathbb{Q} \subseteq \kappa$ and $f^{(\pi)}(\lambda)=0$ for all $\lambda \in \mathbb{Q}$; so $f^{(\pi)}=0$, i.e., all coefficients of $f(T)$ belong to $\mathfrak{m}$. In particular $D(b) \in \mathfrak{m}$, which proves (6).

By $(6), \delta(b+\mathfrak{m})=D(b)+\mathfrak{m}$ is a well-defined locally nilpotent derivation $\delta: \kappa \rightarrow \kappa$. By $2.15, \delta=0$; this means that $D(B) \subseteq \mathfrak{m}$, i.e., (2) holds.

In view of 4.5, the following is natural:
4.6. Definition. Let $B$ be a ring and $D \in \operatorname{LND}(B)$. The elements of the set

$$
\operatorname{Fix}(D)=\{\mathfrak{p} \in \operatorname{Spec}(B) \mid \mathfrak{p} \supseteq D(B)\}
$$

are called the fixed points of $D$. Note that $\operatorname{Fix}(D)$ is a closed subset of $\operatorname{Spec}(B)$.

## The rigorous approach

We prove that (5) is a bijective map in a more general setting, i.e., when $\mathbb{k}$ is any $\mathbb{Q}$-algebra. Some parts of the following discussion are even valid for any ring $\mathbb{k}$.
4.7. Definition. For an arbitrary ring $\mathbb{k}$, one defines the group scheme $G_{a}(\mathbb{k})$ as follows. Let $G_{a}(\mathbb{k})=G_{a}=\operatorname{Spec}(\mathbb{k}[T])$ as a scheme over $\mathbb{k}$, where $T$ is an indeterminate, and let the group operation be the morphism

$$
G_{a} \stackrel{\mu}{\leftrightarrows} G_{a} \times G_{a}
$$

which corresponds to the $\mathbb{k}$-homomorphism

$$
\begin{array}{rll}
\mathbb{k}[T] & \longrightarrow \mathbb{k}[X, Y] \\
T & \longmapsto X+Y .
\end{array}
$$

Remark. We write $G_{a} \times G_{a}$ as an abbreviation of $G_{a} \times{ }_{\text {Speck }} G_{a}$, the fibered product over $\operatorname{Spec}(\mathbb{k})$. The same remark applies to all products below.
4.8. Definition. Let $\mathbb{k} \leq B$ be rings and let $X=\operatorname{Spec} B$. An algebraic action of $G_{a}(\mathbb{k})$ on $X$ (or simply a $G_{a}$-action on $X$ ) is a morphism over $\mathbb{k}$

$$
\alpha: G_{a}(\mathbb{k}) \times X \rightarrow X
$$

satisfying the following two conditions:
(1) The composition $X \xrightarrow{\epsilon} G_{a} \times X \xrightarrow{\alpha} X$ is $1_{X}$, where $\epsilon$ is defined as follows. Let $\mathrm{ev}_{0}: B[T] \rightarrow B$ be the $B$-homomorphism which maps $T$ to 0 ; then $\epsilon=\operatorname{Spec}\left(\mathrm{ev}_{0}\right)$.
(2) The diagram:

is commutative.
4.9. Definition. Let $B$ be a ring. Given a ring homomorphism $\varphi: B \rightarrow B[T]$ and an element $h$ of $B[X, Y]$, let $\varphi^{h}: B[X, Y] \rightarrow B[X, Y]$ be the unique ring homomorphism satisfying $\varphi^{h}(X)=X$ and $\varphi^{h}(Y)=Y$ and making the diagram

commute, where $\mathrm{ev}_{h}$ is the $B$-homomorphism mapping $T$ on $h$ and $\nu$ is the inclusion map. 4.10. Proposition. Let $\mathbb{k}$ be a ring, $B$ a $\mathbb{k}$-algebra and $\varphi: B \rightarrow B[T] a \mathbb{k}$-homomorphism. Then the following are equivalent.
(1) $\operatorname{Spec}(\varphi): G_{a}(\mathbb{k}) \times \operatorname{Spec} B \rightarrow \operatorname{Spec} B$ is an action.
(2) $\varphi^{0}=\operatorname{id}_{B[X, Y]}$ and $\varphi^{X+Y}=\varphi^{Y} \circ \varphi^{X}$.
(3) The assignment $a \mapsto \varphi^{a}$ gives a group homomorphism from $(\mathbb{k}[X, Y],+)$ to Aut $_{\mathbb{k}[X, Y]} B[X, Y]$.
Proof. Let $\varphi: B \rightarrow B[T]$ be a $\mathbb{k}$-homomorphism and $\operatorname{Spec}(\varphi): G_{a}(\mathbb{k}) \times \operatorname{Spec} B \rightarrow \operatorname{Spec} B$ the corresponding morphism. Condition (1) of 4.8 is equivalent to the composition

$$
B \xrightarrow{\varphi} B[T] \xrightarrow{\mathrm{ev}_{0}} B
$$

being the identity of $B$, which is equivalent to $\varphi^{0}=\operatorname{id}_{B[X, Y]}$.
On the other hand, condition (2) of 4.8 is equivalent to the diagram

being commutative, where $\mathrm{ev}_{X+Y}$ is the $B$-homomorphism which maps $T$ to $X+Y$ and where $\psi$ is defined by $\psi(T)=X$ and, for $b \in B, \psi(b)=\varphi^{Y}(b)$.
Note that the composite map

$$
B[T] \xrightarrow{\text { evx }} B[X, Y] \xrightarrow{\varphi^{Y}} B[X, Y]
$$

maps $T$ to $X$ and, for each $b \in B, b$ to $\varphi^{Y}(b)$. So $\varphi^{Y} \circ \mathrm{ev}_{X}=\psi$. Consequently,

$$
\begin{equation*}
\psi \circ \varphi=\varphi^{Y} \circ \mathrm{ev}_{X} \circ \varphi=\varphi^{Y} \circ \varphi^{X} \circ \nu \tag{8}
\end{equation*}
$$

where $\nu: B \hookrightarrow B[X, Y]$ is the inclusion homomorphism. On the other hand,

$$
\begin{equation*}
\mathrm{ev}_{X+Y} \circ \varphi=\varphi^{X+Y} \circ \nu \tag{9}
\end{equation*}
$$

by definition of $\varphi^{X+Y}$. By (8) and (9), commutativity of diagram (7) is equivalent to

$$
\begin{equation*}
\varphi^{X+Y} \circ \nu=\varphi^{Y} \circ \varphi^{X} \circ \nu . \tag{10}
\end{equation*}
$$

Since $\varphi^{X+Y}$ (resp. $\varphi^{Y} \circ \varphi^{X}$ ) maps $X$ to $X$ and $Y$ to $Y$, equation (10) is equivalent to $\varphi^{X+Y}=\varphi^{Y} \circ \varphi^{X}$.

This proves the equivalence of the first two conditions, in the statement of the proposition. The implication (3 $\Longrightarrow 2)$ being obvious, there remains only to show that $(2 \Longrightarrow 3)$. So assume that (2) holds.
We first show that, given $u, v \in \mathbb{k}[X, Y], \varphi^{u+v}=\varphi^{v} \circ \varphi^{u}$. Since $\varphi^{u+v}$ (resp. $\varphi^{v} \circ \varphi^{u}$ ) maps $X$ on $X$ and $Y$ on $Y$, it's enough to show that $\varphi^{u+v}(b)=\left(\varphi^{v} \circ \varphi^{u}\right)(b)$ for all $b \in B$. Fix $b \in B$ and write

$$
\varphi(b)=\sum_{i \in \mathbb{N}} b_{i} T^{i}
$$

and, for each $i \in \mathbb{N}$,

$$
\varphi\left(b_{i}\right)=\sum_{j \in \mathbb{N}} b_{i j} T^{j}
$$

Also, let $E: B[X, Y] \rightarrow B[X, Y]$ be the $B$-homomorphism satisfying $E(X)=u$ and $E(Y)=v$. Since $\varphi^{v}$ is a $\mathbb{k}[X, Y]$-homomorphism, we have $\varphi^{v}(u)=u$ and this allows us to write

$$
\varphi^{v}\left(\varphi^{u}(b)\right)=\varphi^{v}\left(\sum_{i \in \mathbb{N}} b_{i} u^{i}\right)=\sum_{i \in \mathbb{N}} \varphi^{v}\left(b_{i}\right) u^{i}=\sum_{i \in \mathbb{N}} \sum_{j \in \mathbb{N}} b_{i j} v^{j} u^{i} .
$$

On the other hand,

$$
\varphi^{Y}\left(\varphi^{X}(b)\right)=\varphi^{Y}\left(\sum_{i \in \mathbb{N}} b_{i} X^{i}\right)=\sum_{i \in \mathbb{N}} \varphi^{Y}\left(b_{i}\right) X^{i}=\sum_{i \in \mathbb{N}} \sum_{j \in \mathbb{N}} b_{i j} Y^{j} X^{i}
$$

so we have

$$
\begin{aligned}
\varphi^{v}\left(\varphi^{u}(b)\right)=E\left(\left(\varphi^{Y} \circ \varphi^{X}\right)(b)\right)= & E\left(\varphi^{X+Y}(b)\right) \\
& =E\left(\sum_{n \in \mathbb{N}} b_{n}(X+Y)^{n}\right)=\sum_{n \in \mathbb{N}} b_{n}(u+v)^{n}=\varphi^{u+v}(b) .
\end{aligned}
$$

Hence, $\varphi^{u+v}=\varphi^{v} \circ \varphi^{u}$. Since (2) is assumed to hold, we also have $\varphi^{0}=\operatorname{id}_{B[X, Y]}$. It follows that, for each $u \in \mathbb{k}[X, Y], \varphi^{u} \circ \varphi^{-u}=\operatorname{id}_{B[X, Y]}=\varphi^{-u} \circ \varphi^{u}$, which shows that $\varphi^{u} \in \operatorname{Aut}_{\mathbb{k}[X, Y]} B[X, Y]$.
4.11. Assume that $\mathbb{k}$ is a $\mathbb{Q}$-algebra and let $B$ be a $\mathbb{k}$-algebra. We show that the concept of a $G_{a}(\mathbb{k})$-action on $\operatorname{Spec} B$ is equivalent to that of a locally nilpotent $\mathbb{k}$-derivation $B \rightarrow B$.
$\operatorname{By} 4.10, \varphi \mapsto \operatorname{Spec}(\varphi)$ is a bijection from

$$
\Sigma \stackrel{\text { def }}{=}\left\{\varphi \in \operatorname{Hom}_{\mathbb{k}}(B, B[T]) \mid \varphi^{0}=\operatorname{id}_{B[X, Y]} \text { and } \varphi^{X+Y}=\varphi^{Y} \circ \varphi^{X}\right\}
$$

to the set of $G_{a}(\mathbb{k})$-actions on Spec $B$. We now proceed to define bijections $\Sigma \rightarrow \operatorname{LND}_{\mathbb{k}}(B)$ and $\operatorname{LND}_{\mathbb{k}}(B) \rightarrow \Sigma$ which are inverse of each other.
4.11.1. For this part, we may let $\mathbb{k}$ be any ring. Given $\varphi \in \Sigma$, let $D_{\varphi}: B \rightarrow B$ be the composition

$$
B \xrightarrow{\varphi} B[T] \xrightarrow{d / d T} B[T] \xrightarrow{\mathrm{ev}_{0}} B
$$

where $d / d T$ is the usual $T$-derivative. We show that $D_{\varphi} \in \operatorname{LND}_{\mathbb{k}}(B)$. Begin by observing that $\varphi$ satisfies

$$
\begin{equation*}
\mathrm{ev}_{0} \circ \varphi=\operatorname{id}_{B}, \tag{11}
\end{equation*}
$$

since this is equivalent to $\varphi^{0}=\operatorname{id}_{B[X, Y]}$, which holds by assumption.
Clearly, $D_{\varphi}$ preserves addition and, given $x, y \in B$,

$$
\begin{aligned}
& D_{\varphi}(x y)=\operatorname{ev}_{0}\left(\frac{d}{d T}(\varphi(x y))\right)=\operatorname{ev}_{0}\left(\frac{d}{d T}(\varphi(x) \varphi(y))\right) \\
& \quad=\operatorname{ev}_{0}\left(\frac{d}{d T}(\varphi(x)) \cdot \varphi(y)+\varphi(x) \cdot \frac{d}{d T}(\varphi(y))\right) \\
& =\operatorname{ev}_{0}\left(\frac{d}{d T}(\varphi(x))\right) \operatorname{ev}_{0}(\varphi(y))+\operatorname{ev}_{0}(\varphi(x)) \operatorname{ev}_{0}\left(\frac{d}{d T}(\varphi(y))\right) \stackrel{(11)}{=} D_{\varphi}(x) y+x D_{\varphi}(y) .
\end{aligned}
$$

Thus, $D_{\varphi} \in \operatorname{Der}_{\mathrm{k}}(B)$. Next, we claim that the diagram

$$
\begin{array}{ccc}
B[T] & \xrightarrow{d / d T} & B[T] \\
\uparrow_{\varphi} & & \uparrow_{\varphi}  \tag{12}\\
B & \xrightarrow{D_{\varphi}} & B
\end{array}
$$

is commutative. To see this, consider $b \in B$ and write

$$
\varphi(b)=\sum_{i \in \mathbb{N}} b_{i} T^{i} \in B[T] .
$$

Then

$$
\begin{aligned}
\sum_{i \in \mathbb{N}} \varphi^{Y}\left(b_{i}\right) X^{i}=\varphi^{Y}\left(\sum_{i \in \mathbb{N}} b_{i} X^{i}\right)=\varphi^{Y}\left(\varphi^{X}(b)\right)=\varphi^{X+Y}(b)=\sum_{n \in \mathbb{N}} b_{n}(X+Y)^{n} \\
=\sum_{n \in \mathbb{N}} b_{n} \sum_{i+j=n}\binom{n}{i} X^{i} Y^{j}=\sum_{i \in \mathbb{N}}\left(\sum_{j \in \mathbb{N}} b_{i+j}\binom{i+j}{i} Y^{j}\right) X^{i}
\end{aligned}
$$

and consequently

$$
\begin{equation*}
\varphi\left(b_{i}\right)=\sum_{j \in \mathbb{N}} b_{i+j}\binom{i+j}{i} T^{j} \quad(\text { for all } i \in \mathbb{N}) . \tag{13}
\end{equation*}
$$

On the other hand, we have $D_{\varphi}(b)=b_{1}$ by definition of $D_{\varphi}$, so

$$
\varphi\left(D_{\varphi}(b)\right)=\varphi\left(b_{1}\right) \stackrel{(13)}{=} \sum_{i \in \mathbb{N}} b_{i+1}(i+1) T^{i}=\frac{d}{d T} \sum_{i \in \mathbb{N}} b_{i} T^{i}=\frac{d}{d T}(\varphi(b)),
$$

which shows that (12) is a commutative diagram. It follows that, for each $n \in \mathbb{N}$,

is commutative. Since $d / d T$ is locally nilpotent and $\varphi$ is injective (by (11)), $D_{\varphi}$ is locally nilpotent. Thus we have a well-defined map

$$
\begin{aligned}
\Sigma & \longrightarrow \operatorname{LND}_{\mathfrak{k}}(B) \\
\varphi & \longmapsto D_{\varphi} .
\end{aligned}
$$

4.11.2. Assume that $\mathbb{k}$ is a $\mathbb{Q}$-algebra. Given $D \in \operatorname{LND}_{\mathbb{k}}(B)$, consider the map

$$
\begin{aligned}
\varphi: B & \longrightarrow B[T] \\
b & \longmapsto \sum_{n \in \mathbb{N}} \frac{D^{n}(b)}{n!} T^{n}
\end{aligned}
$$

and note that $\varphi$ is a homomorphism of $\mathbb{k}$-algebras (see 2.7). In order to show that $\varphi \in \Sigma$, consider $\Delta: B[X, Y] \rightarrow B[X, Y]$ defined by $\Delta(f)=f^{(D)}$. Clearly,

$$
\Delta \in \operatorname{LND}_{\mathrm{k}[X, Y]} B[X, Y] .
$$

For each $h \in \mathbb{k}[X, Y]$, we have $h \in \operatorname{ker} \Delta$ and consequently $h \Delta \in \operatorname{LND}_{\mathbb{k}[X, Y]} B[X, Y]$. By 3.2, we may consider $e^{h \Delta} \in \operatorname{Aut}_{\mathrm{k}[X, Y]} B[X, Y]$, and in fact we claim that

$$
\begin{equation*}
e^{h \Delta}=\varphi^{h}: B[X, Y] \rightarrow B[X, Y] . \tag{15}
\end{equation*}
$$

To show this, we have to verify that $e^{h \Delta}$ satisfies the definition of $\varphi^{h}$, i.e., the following three conditions: (i) $e^{h \Delta}(X)=X$; (ii) $e^{h \Delta}(Y)=Y$; and (iii) the diagram

is commutative. Now (i) and (ii) are trivial and, for each $b \in B$,

$$
\left(e^{h \Delta} \circ \nu\right)(b)=e^{h \Delta}(b)=\sum_{n \in \mathbb{N}} \frac{(h \Delta)^{n}(b)}{n!}=\sum_{n \in \mathbb{N}} \frac{D^{n}(b)}{n!} h^{n}=\operatorname{ev}_{h}\left(\sum_{n \in \mathbb{N}} \frac{D^{n}(b)}{n!} T^{n}\right)=\operatorname{ev}_{h}(\varphi(b)),
$$

so (16) commutes and (15) holds.
So $\varphi^{0}=e^{0}=\operatorname{id}_{B[X, Y]}$ and 3.2 implies

$$
\varphi^{X+Y}=e^{X \Delta+Y \Delta}=e^{Y \Delta} \circ e^{X \Delta}=\varphi^{Y} \circ \varphi^{X}
$$

because $(X \Delta) \circ(Y \Delta)=(Y \Delta) \circ(X \Delta)$. So $\varphi \in \Sigma$.
4.11.3. We show that the maps $\operatorname{LND}_{\mathbb{k}} B \xrightarrow{4.11 .2} \Sigma$ and $\Sigma \xrightarrow{4.11 .1}$ LND $_{\mathbb{k}_{k}} B$ are inverse of each other.
If $D \in \operatorname{LND}_{\mathfrak{k}} B$ then define $\varphi: B \rightarrow B[T]$ as in 4.11.2; then $D_{\varphi}$ (defined as in 4.11.1) is immediately seen to be equal to $D$.

Conversely, let $\varphi \in \Sigma$, define $D_{\varphi}$ as in 4.11.1 and let $\Phi: B \rightarrow B[T]$ be the map

$$
\Phi(b)=\sum_{n \in \mathbb{N}} \frac{D_{\varphi}^{n}(b)}{n!} T^{n} .
$$

To verify that $\Phi=\varphi$, consider $b \in B$ and write

$$
\varphi(b)=\sum_{n \in \mathbb{N}} b_{n} T^{n} .
$$

Since $\varphi \in \Sigma$, diagram (14) is commutative (for all $n \in \mathbb{N}$ ) and in particular the constant term of $\left(\frac{d}{d T}\right)^{n}(\varphi(b))$ is equal to that of $\varphi\left(D_{\varphi}^{n}(b)\right)$. In other words we have $n!b_{n}=D_{\varphi}^{n}(b)$, so $b_{n}=\frac{D_{\varphi}^{n}(b)}{n!}($ for all $n \in \mathbb{N})$ and

$$
\varphi(b)=\sum_{n \in \mathbb{N}} \frac{D_{\varphi}^{n}(b)}{n!} T^{n}=\Phi(b) .
$$

Thus $\Phi=\varphi$, which means that the composition $\Sigma \rightarrow \operatorname{LND}_{\mathbb{k}} B \rightarrow \Sigma$ is id $\Sigma$.
Proposition 4.10 and paragraph 4.11 prove the following:
4.12. Theorem. Let $\mathbb{k}$ be $a \mathbb{Q}$-algebra and $B$ a $\mathbb{k}$-algebra. Given $D \in \operatorname{LND}_{\mathbb{k}} B$, let $\varphi: B \rightarrow$ $B[T]$ be the $\mathbb{k}$-homomorphism defined in 4.11.2 and let $\alpha_{D}=\operatorname{Spec}(\varphi): G_{a}(\mathbb{k}) \times \operatorname{Spec} B \rightarrow$ Spec B. Then

$$
\begin{aligned}
\mathrm{LND}_{\mathbb{k}} B & \longrightarrow \text { set of } G_{a}(\mathbb{k}) \text {-actions on } \operatorname{Spec} B \\
D & \longmapsto \alpha_{D}
\end{aligned}
$$

is a well-defined bijection.

## 5. Variables and coordinate systems

5.1. Proposition. Let $R$ be any ring and consider the polynomial algebra $R\left[X_{1}, \ldots, X_{n}\right]$ in $n$ variables over $R$. If $f_{1}, \ldots, f_{n} \in R\left[X_{1}, \ldots, X_{n}\right]$ satisfy $R\left[f_{1}, \ldots, f_{n}\right]=R\left[X_{1}, \ldots, X_{n}\right]$, then $f_{1}, \ldots, f_{n}$ are algebraically independent over $R$.

The significance of 5.1 is that $\left(f_{1}, \ldots, f_{n}\right)$ can then be used as a new set of variables for the polynomial ring, i.e., it is as good as $\left(X_{1}, \ldots, X_{n}\right)$. For the proof of 5.1 we need:
5.1.1. Let $B$ be a noetherian ring and $\varphi: B \rightarrow B$ a surjective ring homomorphism. Then $\varphi$ is an automorphism of $B$.

Proof. Suppose that $\varphi$ is not injective and pick $y \in \operatorname{ker} \varphi, y \neq 0$. If $n$ is any positive integer then $\varphi^{n}: B \rightarrow B$ is surjective, so there exists $x_{n} \in B$ such that $\varphi^{n}\left(x_{n}\right)=y$; then $\varphi^{n}\left(x_{n}\right) \neq 0$ and $\varphi^{n+1}\left(x_{n}\right)=0$, which shows that all inclusions are strict in the infinite sequence of ideals $\operatorname{ker}(\varphi) \subset \operatorname{ker}\left(\varphi^{2}\right) \subset \operatorname{ker}\left(\varphi^{3}\right) \subset \cdots$. This contradicts the assumption that $B$ is noetherian.

We prove the following statement, which is equivalent to 5.1.
5.1.2. Let $R$ be any ring and consider the polynomial algebra $R\left[X_{1}, \ldots, X_{n}\right]$ in $n$ variables over $R$. If $\varphi: R\left[X_{1}, \ldots, X_{n}\right] \rightarrow R\left[X_{1}, \ldots, X_{n}\right]$ is a surjective homomorphism of $R$ algebras, then $\varphi$ is an automorphism of $R\left[X_{1}, \ldots, X_{n}\right]$.
Proof. Let $h \in \operatorname{ker} \varphi$; we show that $h=0$. Write $B=R\left[X_{1}, \ldots, X_{n}\right]$. Choose $g_{1}, \ldots, g_{n} \in$ $B$ such that $\varphi\left(g_{i}\right)=X_{i}$. There exists a finite subset of $R$ which contains all coefficients of $\varphi\left(X_{i}\right)$ and $g_{i}$ for $1 \leq i \leq n$, and all coefficients of $h$. Thus there exists a noetherian ring $R_{0} \leq R$ such that $\varphi\left(X_{i}\right), g_{i}$ and $h$ all belong to $B_{0}=R_{0}\left[X_{1}, \ldots, X_{n}\right]$. Then $\varphi$ restricts to a surjective ring homomorphism $\varphi_{0}: B_{0} \rightarrow B_{0}$ satisfying $\varphi_{0}(h)=0$. Since $B_{0}$ is noetherian, $\varphi_{0}$ is injective by 5.1.1; so $h=0$.
5.2. Definition. Suppose that $R \leq B$ are rings and $B=R^{[n]}$. A variable of $B$ over $R$ is an element $f \in B$ satisfying $B=R\left[f, f_{2}, \ldots, f_{n}\right]$ for some $f_{2}, \ldots, f_{n} \in B$. A coordinate system of $B$ over $R$ is an ordered $n$-tuple $\left(f_{1}, \ldots, f_{n}\right)$ of elements of $B$ satisfying $B=R\left[f_{1}, \ldots, f_{n}\right]$.
Exercise 5.1. Let $\mathbb{k}$ be a field, $B=\mathbb{k}[X, Y]=\mathbb{k}^{[2]}, R_{1}=\mathbb{k}[X]$ and $R_{2}=\mathbb{k}[Y]$ and note that $B=R_{1}^{[1]}$ and $B=R_{2}^{[1]}$. Let $f=X+Y^{2} \in B$. Show that $f$ is a variable of $B$ over $R_{2}$ but not a variable of $B$ over $R_{1}$.
5.3. Definition. Suppose that $B$ is a polynomial ring over some field $\mathbb{k}$. Then, by a variable of $B$, we mean a variable of $B$ over $\mathbb{k}$; by a coordinate system of $B$, we mean a coordinate system of $B$ over $\mathbb{k}$. This makes sense because $\mathbb{k}=\{0\} \cup B^{*}$ is uniquely determined by $B$, i.e., there is only one field over which $B$ is a polynomial ring.

Exercise 5.2. Let $\mathbb{k}$ be a field, $B=\mathbb{k}[T, X, Y]=\mathbb{k}^{[3]}$ and $R=\mathbb{k}[T]$ and note that $B=R^{[2]}$. Let $f=T X+Y^{2} \in B$. Show that $f$ is not a variable of $B$ over $R$, but that it is a variable of $\mathbb{k}(T)[X, Y]$.

## 6. $R$-DERIVATIONS of $R[X, Y]$

In this section $R$ is a domain containing $\mathbb{Q}, B=R[X, Y]=R^{[2]}$ and $K=\operatorname{Frac}(R)$. To what extent can we describe $\operatorname{LND}_{R}(B)$ ? (Keep in mind paragraph 2.21.)

Recall from 1.1 that, given $P \in B$, we may define an $R$-derivation $\Delta_{P}: B \rightarrow B$ by

$$
\Delta_{P}=-P_{Y} \frac{\partial}{\partial X}+P_{X} \frac{\partial}{\partial Y}, \quad \text { or equivalently } \quad \Delta_{P}(h)=\left|\begin{array}{ll}
P_{X} & P_{Y} \\
h_{X} & h_{Y}
\end{array}\right| \quad \text { for all } h \in B
$$

Then we have $R[P] \leq \operatorname{ker}\left(\Delta_{P}\right)$.
Exercise 6.1. Show that for any $P_{1}, P_{2} \in B, \quad \Delta_{P_{1}}=\Delta_{P_{2}} \Leftrightarrow P_{1}-P_{2} \in R$.
Exercise 6.2. Let $D=\frac{\partial}{\partial Y}+Y \frac{\partial}{\partial X}: \mathbb{Z}[X, Y] \rightarrow \mathbb{Z}[X, Y]$. Show that $D$ is locally nilpotent but is not of the form $\Delta_{P}$ with $P \in \mathbb{Z}[X, Y]$. So, in 6.2 (see below), the hypothesis that $R$ contains $\mathbb{Q}$ is needed.
6.1. Definition. An element $P$ of $B$ is generically univariate if the following equivalent conditions hold:

- $P \in K[U]$, for some variable $U$ of $K[X, Y]$
- there exists a coordinate system $(U, V)$ of $K[X, Y]$ such that $P \in K[U]$.


### 6.2. Lemma.

(1) $\operatorname{KLND}_{R}(B)=\{B \cap K[U] \mid U$ is a variable of $K[X, Y]\}$.
(2) For each $A \in \operatorname{KLND}_{R}(B)$, we have $\operatorname{Lnd}_{A}(B)=\left\{\Delta_{P} \mid P \in A\right\}$.
(3) $\operatorname{LND}_{R}(B)=\left\{\Delta_{P} \mid P \in B\right.$ is generically univariate $\}$.

Proof. Given $0 \neq D \in \operatorname{LND}_{R}(B)$, consider the locally nilpotent derivation $\delta=S^{-1} D$ : $K[X, Y] \rightarrow K[X, Y]$, where $S=R \backslash\{0\}$. By Rentschler's Theorem, there exists a coordinate system $(U, V)$ of $K[X, Y]$ and $f(U) \in K[U]$ such that $\delta=f(U) \frac{\partial}{\partial V}$. Let $F(U) \in K[U]$ be such that $F^{\prime}(U)=f(U)$ and $a_{00}=0$, where $F(U)=\sum_{i j} a_{i j} X^{i} Y^{j}$ $\left(a_{i j} \in K\right)$. Let $\lambda=\left|\begin{array}{cc}U_{X} & U_{Y} \\ V_{X} & V_{Y}\end{array}\right| \in K^{*}$ and define $P=\lambda^{-1} F(U) \in K[X, Y]$. Then

$$
\left|\begin{array}{ll}
P_{X} & P_{Y} \\
U_{X} & U_{Y}
\end{array}\right|=\lambda^{-1} F^{\prime}(U)\left|\begin{array}{ll}
U_{X} & U_{Y} \\
U_{X} & U_{Y}
\end{array}\right|=0=\delta(U)
$$

and

$$
\left|\begin{array}{ll}
P_{X} & P_{Y} \\
V_{X} & V_{Y}
\end{array}\right|=\lambda^{-1} F^{\prime}(U)\left|\begin{array}{ll}
U_{X} & U_{Y} \\
V_{X} & V_{Y}
\end{array}\right|=f(U)=\delta(V),
$$

so $\delta(H)=\left|\begin{array}{ll}P_{X} & P_{Y} \\ H_{X} & H_{Y}\end{array}\right|$ for any $H \in K[X, Y]$. In particular $P_{X}=D(Y)$ and $P_{Y}=-D(X)$, so $P_{X}, P_{Y} \in B$; together with $\mathbb{Q} \subset R$ and $a_{00}=0$, this gives $P \in B$ and consequently $D=\Delta_{P}$, proving " $\subseteq$ " in each of assertions (3) and (2). As ker $D=B \cap \operatorname{ker} \delta=B \cap K[U]$, " $\subseteq$ " of (1) is also proved.

Next, let $U$ be any variable of $K[X, Y]$ and let $P \in B \cap K[U], P \notin R$; we show that $\Delta_{P}: B \rightarrow B$ is locally nilpotent and that ker $\Delta_{P}=B \cap K[U]$. This will imply " $\supseteq$ " in all three assertions.

Write $P=\Phi(U)$ where $\Phi$ is a polynomial in one variable with coefficients in $K$; choose $V$ such that $(U, V)$ is a coordinate system of $K[X, Y]$. Consider the $K$-derivation $\delta=S^{-1} \Delta_{P}$ of $K[X, Y]$, where $S=R \backslash\{0\}$. For any $H \in K[X, Y]$ we have $\delta(H)=\left|\begin{array}{c}P_{X} \\ H_{X} \\ H_{X}\end{array}\right|=$ $\Phi^{\prime}(U)\left|\begin{array}{ll}U_{X} & U_{Y} \\ H_{X} & H_{Y}\end{array}\right|$, so $\delta(U)=0$ and $\delta(V) \in K[U]$; thus $\delta$ is locally nilpotent and so is its restriction $\Delta_{P}$. As $P \notin R$, we have $\Phi^{\prime}(U) \neq 0$ and hence $\delta \neq 0$. Note that $K[U] \subseteq \operatorname{ker} \delta$ and, by Rentschler's Theorem, $K[X, Y]=(\operatorname{ker} \delta)^{[1]}$; as $K[X, Y]=K[U]^{[1]}$, we get ker $\delta=$ $K[U]$ and consequently ker $\Delta_{P}=B \cap \operatorname{ker} \delta=B \cap K[U]$.

Comments. Result 6.2 is a partial solution to problems (I) and (II) of 2.21 , but not a very satisfactory solution. For instance, consider an element $A$ of $\operatorname{KLND}_{R}(B)$. Then 6.2 does not say what are the irreducible derivations in $\operatorname{LND}_{A}(B)$ (this is a hard question, in view of exercises 2.16 and 2.17); neither does it describe $A$ a an $R$-algebra. Regarding this last question, we know that $A$ has transcendence degree 1 over $R$ (by 2.10 we have $\operatorname{trdeg}_{A}(B)=1$, so $\operatorname{trdeg}_{R}(A)=1$ ). Is $A$ always finitely generated as an $R$-algebra? Is $A=R^{[1]}$ always true?

- By $6.3, A$ is not necessarely a finitely generated $R$-algebra.
- By 6.5 , if $R$ is a UFD then $A=R^{[1]}$.
- If we assume that $R$ is a noetherian normal domain containing $\mathbb{Q}$ then Bhatwadekar and Dutta [2] give a complete description of $A$. In particular, they show that $A$ is not necessarely a finitely generated $R$-algebra (even with $R$ normal).
6.3. Example. Let $R$ be the subring $\mathbb{C}\left[T^{2}, T^{3}\right]$ of $\mathbb{C}[T]=\mathbb{C}^{[1]}$, let $B=R[X, Y]=R^{[2]}$, $P=T^{2} X+T^{3} Y \in B$ and consider $\Delta_{P}: B \rightarrow B$. Note that $P$ is a variable of $K[X, Y]$, where $K=\operatorname{Frac}(R)=\mathbb{C}(T)$, so by 6.2 we have $\Delta_{P} \in \operatorname{LND}_{R}(B)$ and ker $\Delta_{P}=B \cap K[P]$. We show that ker $\Delta_{P}$ is not finitely generated as an $R$-algebra. (A different proof is given in [1].)

Define an $\mathbb{N}^{2}$-grading on $S=\mathbb{C}[T, X, Y]=\mathbb{C}^{[3]}$ by $\operatorname{deg}(T)=(1,0), \operatorname{deg}(X)=(1,1)$ and $\operatorname{deg}(Y)=(0,1)$. Since $B=\mathbb{C}\left[T^{2}, T^{3}, X, Y\right]$ where $T^{2}, T^{3}, X, Y$ are homogeneous elements of $S$ it follows that $B$ is a homogeneous subring of $S$, i.e., if $b \in B$ then all homogeneous components of $b$ belong to $B$. So $B$ is a graded ring, $B=\oplus_{(i, j) \in \mathbb{N}^{2}} B_{(i, j)}$, and it is easy to see that $\Delta_{P}$ is a homogeneous derivation of $B$; consequently $A=\operatorname{ker}\left(\Delta_{P}\right)$ is a homogeneous subring of $B$. The subring $R[P]$ of $A$ is also homogeneous, because $R[P]=\mathbb{C}\left[T^{2}, T^{3}, P\right]$ where $T^{2}, T^{3}$ and $P$ are homogeneous. We claim:
(17) Each homogeneous element of $R[P]$ has the form $\lambda T^{i} P^{j}$ for some $\lambda \in \mathbb{C}$ and $(i, j) \in \mathbb{N}^{2}$.

In fact it is clear that each element of $R[P]$ is a finite sum of terms $\lambda T^{i} P^{j}$. Since $\operatorname{deg}\left(T^{i} P^{j}\right)=i(1,0)+j(3,1)$ is an injective function of $(i, j)$, the claim (17) is clear. Next we show:
$A$ is the $\mathbb{C}$-vector space spanned by $\left\{T^{i}(X+T Y)^{j} \mid i \geq 2\right.$ and $\left.j \in \mathbb{N}\right\}$.
Let $V=\operatorname{Span}_{\mathbb{C}}\left\{T^{i}(X+T Y)^{j} \mid i \geq 2\right.$ and $\left.j \in \mathbb{N}\right\}$, then $V \subseteq A$ is clear. Conversely, let $h$ be a homogeneous element of $A$; to prove (18), it suffices to show that $h \in V$. By 6.2 we have $A=B \cap \mathbb{C}(T)[P]$ so $f(T) h \in R[P]$ for some $f(T) \in R \backslash\{0\}$. Then each homogeneous component of $f(T) h$ belongs to $R[P]$, so $T^{k} h \in R[P]$ for some $k \in \mathbb{N}$. By (17), we get $T^{k} h=\lambda T^{i_{1}} P^{j}$, for some $\lambda \in \mathbb{C}$ and $\left(i_{1}, j\right) \in \mathbb{N}^{2}$, so $h=\lambda T^{i}(X+T Y)^{j}$ for some $i \in \mathbb{Z}$ and $j \in \mathbb{N}$. Since $h \in B$, we have $i \geq 2$ and consequently $h \in V$, which proves (18).

Finally, let $g_{n}=T^{2}(X+T Y)^{n}$ for each $n \geq 0$ and note that $g_{n}$ is homogeneous of degree $(n+2, n)$. By (18) we have $A=R\left[g_{1}, g_{2}, \ldots\right]$ and if $A$ is a finitely generated $R$-algebra then $A=R\left[g_{1}, \ldots, g_{m}\right]=\mathbb{C}\left[T^{3}, g_{0}, g_{1}, \ldots, g_{m}\right]$ for some $m$. However, $\operatorname{deg}\left(g_{m+1}\right)$ does not belong to the semigroup generated by $\operatorname{deg}\left(T^{3}\right), \operatorname{deg}\left(g_{0}\right), \ldots, \operatorname{deg}\left(g_{m}\right)$. So $g_{m+1} \notin R\left[g_{1}, \ldots, g_{m}\right]$ and $A$ is not finitely generated.

Exercise 6.3. Verify that $\operatorname{deg}\left(g_{m+1}\right) \notin\left\langle\operatorname{deg}\left(T^{3}\right), \operatorname{deg}\left(g_{0}\right), \ldots, \operatorname{deg}\left(g_{m}\right)\right\rangle$.

## The case where $R$ is a UFD

The following useful fact (6.4) was proved in [16] and [15], and is valid without assuming that $R$ has characteristic zero.
6.4. Let $R$ and $A$ be UFD's satisfying $R \leq A \leq R^{[n]}$ for some $n$. If $\operatorname{trdeg}_{R}(A)=1$ then $A=R^{[1]}$.
6.5. Proposition. Let $R$ be a UFD of characteristic zero and $B=R[X, Y]=R^{[2]}$. If $A \in \operatorname{KLND}_{R}(B)$, then $A=R^{[1]}$.

Proof. Since $R$ is a UFD, so is $B$. Since $B$ is a domain of characteristic zero and $A \in$ $\operatorname{KLND}(B), A$ is factorially closed in $B$ by 2.15 ; so exercise 2.6 implies that $A$ is a UFD. Hence $R \leq A \leq B=R^{[2]}$ are UFD's. We have $\operatorname{trdeg}_{A}(B)=1$ by 2.10 , so $\operatorname{trdeg}_{R}(A)=1$; by 6.4 , we conclude that $A=R^{[1]}$.
Remark. The MSc thesis [1] of Joost Berson contains the following result: Let $R$ be a UFD of characteristic zero, $B=R[X, Y]=R^{[2]}$ and $D \in \operatorname{Der}_{R}(B)$. If $D \neq 0$ then ker $D=R[P]$ for some $P \in B$. (That is, the kernel is either $R$ or $R^{[1]}$.)
6.6. Theorem. Let $R$ be a UFD containing $\mathbb{Q}, B=R[X, Y]=R^{[2]}$ and $K=\operatorname{Frac} R$. Consider the set

$$
\mathcal{P}=\left\{P \in B \mid \operatorname{gcd}_{B}\left(P_{X}, P_{Y}\right)=1 \text { and } P \text { is a variable of } K[X, Y]\right\} .
$$

Then the following hold.
(1) For $P \in B$, tfae:
(a) $P \in \mathcal{P}$
(b) $\Delta_{P}: B \rightarrow B$ is locally nilpotent and irreducible
(c) $R[P] \in \operatorname{KLND}_{R}(B)$.

Consequently, $\operatorname{KLND}_{R}(B)=\{R[P] \mid P \in \mathcal{P}\}$.
(2) If $R[P] \in \operatorname{KLND}_{R}(B)$, then $\operatorname{LND}_{R[P]}(B)=\left\{\alpha \Delta_{P} \mid \alpha \in R[P]\right\}$.
(3) $\operatorname{LND}_{R}(B)=\left\{\alpha \Delta_{P} \mid P \in \mathcal{P}\right.$ and $\left.\alpha \in R[P]\right\}$.

Proof. (1) Let $P \in \mathcal{P}$. By $6.2, \Delta_{P}: B \rightarrow B$ is locally nilpotent. If $I$ is a principal ideal of $B$ such that $\Delta_{P}(B) \subseteq I$ then $P_{X}=\Delta_{P}(Y)$ and $P_{Y}=-\Delta_{P}(X)$ belong to $I$, so the gcd condition implies that $I=B$; so $\Delta_{P}$ is irreducible and we showed that (a) implies (b). Suppose that (b) holds. By 6.5 , ker $\Delta_{P}=R[W]$ for some $W \in B$. Thus $P \in R[W]$ and we may write $P=f(W)$ with $f(T) \in R[T], T$ an indeterminate. Now $\Delta_{P}(Y)=P_{X}=$ $f^{\prime}(W) W_{X}$ and $\Delta_{P}(X)=-P_{Y}=-f^{\prime}(W) W_{Y}$, so $\Delta_{P}(B) \subseteq f^{\prime}(W) B$; by irreducibility of $\Delta_{P}$, we get $f^{\prime}(W) \in B^{*}=R^{*}$. Consequently $f(T)=u T+r$ with $u \in R^{*}$ and $r \in R$, so ker $\Delta_{P}=R[W]=R[P]$ and (c) holds. Finally, suppose that (c) holds. Let $S=R \backslash\{0\}$, then $S^{-1} R[P]=K[P]$ belongs to $\operatorname{KLND}(K[X, Y])$ by exercise 2.1, so Rentschler's Theorem implies that $P$ is a variable of $K[X, Y]$. Thus $P_{X}$ and $P_{Y}$ are relatively prime in $K[X, Y]$, which implies that $r \in R \backslash\{0\}$ where we define $r=\operatorname{gcd}_{B}\left(P_{X}, P_{Y}\right)$. Then, if $c \in R$ is the constant term of $P \in R[X, Y]$, $r$ divides every coefficient of $P-c$ (we are using $\mathbb{Q} \subseteq R$ here). So $P-c=r P^{\prime}$ for some $P^{\prime} \in B$. As $R[P]$ is factorially closed in $B$ and $r P^{\prime} \in R[P] \backslash\{0\}$, we get $P^{\prime} \in R[P]$. Hence $R[P]=R\left[P^{\prime}\right]$ and consequently $r \in R^{*}$ and $\operatorname{gcd}_{B}\left(P_{X}, P_{Y}\right)=1$. So (c) implies (a) and conditions (a-c) are therefore equivalent. Then $\operatorname{KLND}_{R}(B)=\{R[P] \mid P \in \mathcal{P}\}$ is clear and assertion (1) is proved.

If $R[P] \in \operatorname{KLND}_{R}(B)$ then, by (1), $\Delta_{P}$ belongs to $\operatorname{LND}_{R[P]}(B)$ and is irreducible. So (2) follows from 2.20. Assertion (3) follows from (1) and (2).

Exercise 6.4. Let $R, B$ and $\mathcal{P}$ be as in 6.6.
(1) Show that $\left\{\Delta_{P} \mid P \in \mathcal{P}\right\}$ is the set of irreducible elements of $\operatorname{LND}_{R}(B)$.
(2) Show that if $P \in \mathcal{P}$ then $\Delta_{P}(B)$ contains a nonzero element of $R$.

Exercise 6.5. Let $\mathbb{k}$ be a field of characteristic zero, $B=\mathbb{k}[X, Y, Z]=\mathbb{k}^{[3]}$ and define $D \in \operatorname{Der}_{\mathrm{k}}(B)$ by $D X=0, D Y=X$ and $D Z=Y^{2}$. Show that $D$ is irreducible. With $R=\mathbb{k}[X]$, verify that $D \in \operatorname{LND}_{R}(B)$ and find $P \in \mathcal{P}$ such that $D=\Delta_{P}$. What is ker $D$ ?

Exercise 6.6. Let $R$ be the subring $\mathbb{C}\left[T^{2}, T^{3}\right]$ of $\mathbb{C}[T]=\mathbb{C}^{[1]}$ and $B=R[X, Y]=R^{[2]}$. Consider the $R$-derivation $\Delta_{W}: B \rightarrow B$ where $W=T^{2}(X+T Y)^{3} \in B$. Note that $W$ is generically univariate and hence $\Delta_{W}$ is locally nilpotent by 6.2 . Show that $\Delta_{W}$ is irreducible, and is not of the form $\alpha \Delta_{P}$ where $P \in B$ is a variable of $K[X, Y]$ and $\alpha \in \operatorname{ker} \Delta_{W}$ (where $K=\operatorname{Frac} R=\mathbb{C}(T)$ ). Compare with part (3) of 6.6.

## Variables and slices

We shall prove the following criterion for deciding if a polynomial is a variable:
6.7. Theorem. Let $R$ be a UFD containing $\mathbb{Q}$.

For an element $P$ of $B=R[X, Y]=R^{[2]}$, tfae:
(1) $P$ is a variable of $B$ over $R$.
(2) $\Delta_{P}: B \rightarrow B$ is locally nilpotent and $\left(P_{X}, P_{Y}\right) B=B$.

Before proving 6.7, we deduce:
6.8. Corollary. Let $R$ be a UFD containing $\mathbb{Q}, B=R^{[2]}$ and $D \in \operatorname{LND}_{R}(B)$. Tfae:
(1) 1 belongs to the ideal of $B$ generated by $D(B)$
(2) $1 \in D(B)$.

Proof. Suppose that (1) holds. In particular, $D$ is an irreducible derivation so (ex. 6.4) for some $P \in \mathcal{P}$ we have $D=\Delta_{P}$ and $\operatorname{ker} D=R[P]$. Result 6.7 implies that $P$ is a variable of $B$ over $R$, so $B=R[P]^{[1]}=(\operatorname{ker} D)^{[1]}$; then exercise 2.15 implies that (2) holds. Remarks.

- Condition (1) of 6.8 states that $D$ is fix-point-free (see 4.6 ) and (2) says that $D$ has a slice. So the claim is that if $D$ is fix-point-free then it has a slice (the converse is trivial).
- Results 6.7 and 6.8 are two ways to say the same thing: We obtained 6.8 as a corollary of 6.7 , but we could have done it the other way around.
- Both 6.7 and 6.8 remain valid when $R$ is any $\mathbb{Q}$-algebra (see [17]). We restrict ourselves to the UFD case because the proof is considerably easier.

The proof of 6.7 requires some preliminaries.
6.9. Lemma. Consider rings $\mathbb{Q} \leq R \leq S$ and $R[X, Y] \leq S[X, Y]$, where $X, Y$ are indeterminates over $S$. If $P \in B=R[X, Y]$ satisfies $\left(P_{X}, P_{Y}\right) B=B$, then $B \cap S[P]=$ $R[P]$.

In fact we prove the following more general version $\left(\Delta_{f}\right.$ is defined in 1.1 and $\left(\Delta_{f} B\right)$ denotes the ideal of $B$ generated by $\left.\Delta_{f}(B)\right)$ :
6.10. Lemma. Consider rings $\mathbb{Q} \leq R \leq S$ and $R\left[X_{1}, \ldots, X_{n}\right] \leq S\left[X_{1}, \ldots, X_{n}\right]$, where $X_{1}, \ldots, X_{n}$ are indeterminates over $S$. Write $B=R\left[X_{1}, \ldots, X_{n}\right]$. If $f=\left(f_{1}, \ldots, f_{n-1}\right) \in$ $B^{n-1}$ satisfies $\left(\Delta_{f} B\right)=B$, then $B \cap S\left[f_{1}, \ldots, f_{n-1}\right]=R\left[f_{1}, \ldots, f_{n-1}\right]$.
Proof. Since the ideal $\left(\Delta_{f} B\right)$ is generated by $\Delta_{f}\left(X_{1}\right), \ldots, \Delta_{f}\left(X_{n}\right)$, the assumption $\left(\Delta_{f} B\right)=$ $B$ implies that there exist $b_{1}, \ldots, b_{n} \in B$ such that $\sum_{i=1}^{n} b_{i} \Delta_{f}\left(X_{i}\right)=1$. Then the matrix

$$
M=\left(\begin{array}{ccc}
\left(f_{1}\right)_{X_{1}} & \cdots & \left(f_{1}\right)_{X_{n}} \\
\vdots & & \vdots \\
\left(f_{n-1}\right)_{X_{1}} & \cdots & \left(f_{n-1}\right)_{X_{n}} \\
b_{1} & \cdots & b_{n}
\end{array}\right)
$$

has all its entries in $B$ and has determinant 1 ; so $M^{-1}$ exists and has all its entries in $B$.
We claim that the $S$-homomorphism $\mathrm{ev}_{f}: S\left[T_{1}, \ldots, T_{n-1}\right] \rightarrow S\left[X_{1}, \ldots, X_{n}\right]$ defined by $\Phi(T) \mapsto \Phi(f)$ satisfies

$$
\begin{equation*}
\operatorname{ev}_{f}^{-1}(B)=R\left[T_{1}, \ldots, T_{n-1}\right] . \tag{19}
\end{equation*}
$$

Suppose that (19) is false and choose $\Phi(T) \in S\left[T_{1}, \ldots, T_{n-1}\right] \backslash R\left[T_{1}, \ldots, T_{n-1}\right]$ of minimal total degree such that $\Phi(f) \in B$. The chain rule gives

$$
\begin{aligned}
&\left(\begin{array}{lll}
\Phi(f)_{X_{1}} & \cdots & \Phi(f)_{X_{n}}
\end{array}\right)=\left(\begin{array}{llll}
\Phi_{T_{1}}(f) & \cdots & \Phi_{T_{n-1}}(f)
\end{array}\right)\left(\begin{array}{ccc}
\left(f_{1}\right)_{X_{1}} & \cdots & \left(f_{1}\right)_{X_{n}} \\
\vdots & & \vdots \\
\left(f_{n-1}\right)_{X_{1}} & \cdots & \left(f_{n-1}\right)_{X_{n}}
\end{array}\right) \\
&=\left(\begin{array}{llll}
\Phi_{T_{1}}(f) & \cdots & \Phi_{T_{n-1}}(f) & 0
\end{array}\right) M
\end{aligned}
$$

so:

$$
\left(\begin{array}{lll}
\Phi(f)_{X_{1}} & \cdots & \left.\Phi(f)_{X_{n}}\right) M^{-1}=\left(\begin{array}{llll}
\Phi_{T_{1}}(f) & \cdots & \Phi_{T_{n-1}}(f) & 0
\end{array}\right) . \tag{20}
\end{array}\right.
$$

Since $\Phi(f)$ belongs to $B$, so does $\Phi(f)_{X_{j}}$ for every $j$. So the left hand side of (20) has entries in $B$ and consequently $\Phi_{T_{1}}(f), \ldots, \Phi_{T_{n-1}}(f) \in B$. By minimality of the degree of $\Phi$, we must have

$$
\Phi_{T_{1}}(T), \ldots, \Phi_{T_{n-1}}(T) \in R\left[T_{1}, \ldots, T_{n-1}\right] .
$$

Since $\mathbb{Q} \subseteq R$, it follows that $\Phi(T)=\lambda+\Psi(T)$ for some $\lambda \in S$ and $\Psi(T) \in R\left[T_{1}, \ldots, T_{n-1}\right]$. Then $\lambda=\Phi(f)-\Psi(f) \in B$, i.e., $\lambda \in R$. Consequently $\Phi(T) \in R\left[T_{1}, \ldots, T_{n-1}\right]$, a contradiction. So (19) is true and the desired result follows.
6.11. Lemma. Let $R$ be a domain containing $\mathbb{Q}$ and $P \in B=R[X, Y]=R^{[2]}$. If

$$
\Delta_{P}: B \rightarrow B \text { is locally nilpotent and }\left(P_{X}, P_{Y}\right) B=B
$$

then $\operatorname{ker} \Delta_{P}=R[P]$ and there exists $Q \in B$ such that $\Delta_{P}(Q) \in R \backslash\{0\}$.
Proof. Let $K=\operatorname{Frac} R$ and $S=R \backslash\{0\}$; consider the locally nilpotent derivation $S^{-1} \Delta_{P}$ of $K[X, Y]$. By Rentschler's Theorem, $\operatorname{ker}\left(S^{-1} \Delta_{P}\right)=K[V]$ for some variable $V$ of $K[X, Y]$; then the conditions $P \in K[V]$ and $1 \in\left(P_{X}, P_{Y}\right)$ imply that $K[P]=K[V]$; so $P$ is a variable of $K[X, Y]$ and we may choose $Q \in B$ such that $K[P, Q]=K[X, Y]$; then $B \ni \Delta_{P}(Q)=\left|\begin{array}{c}P_{X} \\ Q_{X} \\ P_{Y} \\ Q_{Y}\end{array}\right| \in K^{*}$, so $\Delta_{P}(Q) \in R \backslash\{0\}$.
Note that $R[X, Y] \cap K[P]=R[P]$ by 6.9, so ker $\Delta_{P}=B \cap \operatorname{ker}\left(S^{-1} \Delta_{P}\right)=B \cap K[P]=$ $R[P]$ and we are done.

Proof of 6.7. If (1) holds then $\Delta_{P}$ is locally nilpotent by 6.2; also, there exists $Q \in$ $R[X, Y]$ such that $R[P, Q]=R[X, Y]$ and any such $Q$ satisfies $\left|\begin{array}{cc}P_{X} & P_{Y} \\ Q_{X} & Q_{Y}\end{array}\right| \in R^{*}$. So (1) implies (2).

Suppose that (2) holds; we deduce (1). By 6.11, we have:

$$
\begin{gather*}
\operatorname{ker} \Delta_{P}=R[P]  \tag{21}\\
\Delta_{P}(Q) \in R \backslash\{0\} \quad \text { for some } Q \in B . \tag{22}
\end{gather*}
$$

We shall prove a condition stronger than (22), namely:

$$
\begin{equation*}
\Delta_{P}\left(Q_{0}\right) \in R^{*} \quad \text { for some } Q_{0} \in B \tag{23}
\end{equation*}
$$

Note that if (23) is true then 2.8 gives $B=\left(\operatorname{ker} \Delta_{P}\right)^{[1]}=R[P]^{[1]}$ and we are done. To prove (23) we consider the "length function" $\ell: R \backslash\{0\} \rightarrow \mathbb{N}$ defined by $\ell\left(p_{1} \cdots p_{n}\right)=n$ for any product of prime elements $p_{1}, \ldots, p_{n}$ of $R$ (and where $\ell(u)=0$ if $u \in R^{*}$ ). Pick
$Q \in B$ such that $\Delta_{P}(Q) \in R \backslash\{0\} ;$ if $\ell\left(\Delta_{P} Q\right)=0$ then we are done, so suppose that $\ell\left(\Delta_{P} Q\right)>0$. Then there exists a prime element $q$ of $R$ which divides $\Delta_{P}(Q)$ in $R$. Let $\bar{R}=R / q R$ and let $\pi: R[X, Y] \rightarrow \bar{R}[X, Y]$ be the unique extension of the canonical homomorphism $R \rightarrow \bar{R}$ which maps $X \mapsto X$ and $Y \mapsto Y$. Let $h=\pi(P) \in \bar{R}[X, Y]$ and consider $\Delta_{h}: \bar{R}[X, Y] \rightarrow \bar{R}[X, Y]$. We claim:
(24) $\quad \Delta_{h}$ is locally nilpotent and 1 belongs to the ideal $\left(h_{X}, h_{Y}\right)$ of $\bar{R}[X, Y]$.

Indeed, it is clear that $\pi$ is surjective and that

commutes, so $\Delta_{h}$ is locally nilpotent; applying $\pi$ to an equation $a P_{X}+b P_{Y}=1(a, b \in B)$ gives $\pi(a) h_{X}+\pi(b) h_{Y}=1$, so $1 \in\left(h_{X}, h_{Y}\right) \bar{R}[X, Y]$ and (24) holds. Moreover, $\bar{R}$ is a domain which contains $\mathbb{Q}$ (because $\mathbb{Q} \leq R$ ). Applying 6.11 to $h \in \bar{R}[X, Y]$ we conclude that ker $\Delta_{h}=\bar{R}[h]$, or equivalently

$$
\begin{equation*}
\operatorname{ker} \Delta_{h}=\pi(R[P]) . \tag{26}
\end{equation*}
$$

It follows that $\pi(Q) \in \pi(R[P])$, because $q$ divides $\Delta_{P}(Q)$ in $R$ and (25) commutes. So there exists $\Phi(T) \in R[T]$ such that $Q+\Phi(P) \in \operatorname{ker} \pi=q B$. Define $Q^{\prime}=(Q+\Phi(P)) / q$; then $Q^{\prime} \in B$ and $\Delta_{P}\left(Q^{\prime}\right)=\frac{1}{q} \Delta_{P}(Q) \in R \backslash\{0\}$, so $\ell\left(\Delta_{P} Q^{\prime}\right)<\ell\left(\Delta_{P} Q\right)$. This argument shows that there exists $Q_{0} \in B$ such that $\ell\left(\Delta_{P} Q_{0}\right)=0$, and this proves (23).

## LOcALLY NILPOTENT DERIVATIONS OF $\mathbb{k}^{[n]}$ OF LOW RANK

In this section we let $B=\mathbb{k}^{[n]}$, where $n \geq 1$ and $\mathbb{k}$ is a field of characteristic zero.
6.12. Definition. Let $D: B \rightarrow B$ be a $\mathbb{k}$-derivation. The rank of $D$ is the least $r \in$ $\{0,1, \ldots, n\}$ for which there exists a coordinate system $\left(T_{1}, \ldots, T_{n-r}, X_{1}, \ldots, X_{r}\right)$ of $B$ satisfying

$$
\mathbb{k}\left[T_{1}, \ldots, T_{n-r}\right] \subseteq \operatorname{ker} D
$$

Given such a coordinate system, we may write

$$
D=f_{1}(T, X) \frac{\partial}{\partial X_{1}}+\cdots+f_{r}(T, X) \frac{\partial}{\partial X_{r}}
$$

with $f_{i}(T, X) \in B=\mathbb{k}\left[T_{1}, \ldots, T_{n-r}, X_{1}, \ldots, X_{r}\right]$ for all $i$. In this sense,
The rank of $D$ is the least number of partial derivatives needed for expressing $D$.
The following claims are clear:

- $\operatorname{rank} D=0 \Longleftrightarrow D=0$
- If two derivations have the same kernel then they have the same rank.
6.13. Example. Let $B=\mathbb{k}[X, Y, Z]$ and $D=\frac{\partial}{\partial X}+\frac{\partial}{\partial Y}+\frac{\partial}{\partial Z}: B \rightarrow B$. Since $(X-Z, Y-$ $Z, Z)$ is a coordinate system of $B$ and $\mathbb{k}[X-Z, Y-Z] \subseteq \operatorname{ker} D$, we have $\operatorname{rank} D \leq 1$. Since $D \neq 0$, we conclude that $\operatorname{rank} D=1$. Writing $(U, V, W)=(X-Z, Y-Z, Z)$, we have $D=0 \frac{\partial}{\partial U}+0 \frac{\partial}{\partial V}+\frac{\partial}{\partial W}=\frac{\partial}{\partial W}$. (Remark: $\frac{\partial}{\partial W} \neq \frac{\partial}{\partial Z}$, even though $W=Z$.)
Exercise 6.7. Verify the following claims.
(1) $\operatorname{rank} D=1 \Longleftrightarrow \operatorname{ker} D=\mathbb{k}^{[n-1]}$ and $B=(\operatorname{ker} D)^{[1]}$
(2) $\operatorname{rank} D<n \Longleftrightarrow$ ker $D$ contains a variable of $B$.

Exercise 6.8. Let $B=\mathbb{k}[X, Y, Z]=\mathbb{K}^{[3]}$ and define $D \in \operatorname{LND}(B)$ by $D X=0, D Y=X$ and $D Z=Y$. Verify that $D$ is an irreducible derivation which does not have a slice; deduce that $B$ is not $(\operatorname{ker} D)^{[1]}$ (see ex. 2.15). Conclude that $\operatorname{rank} D=2$.

Remark. One can reformulate Rentschler's Theorem as:
If $D$ is a locally nilpotent derivation of $\mathbb{k}[X, Y]=\mathbb{k}^{[2]}$, then $\operatorname{rank} D<2$.
However we will see later that if $n>2$ then there exist locally nilpotent derivations of $\mathbb{k}^{[n]}$ of rank $n$.
6.14. Notation. Given a coordinate system $\gamma=\left(T_{1}, \ldots, T_{n-2}, X, Y\right)$ of $B$ and an element $P \in B$, define

$$
\Delta_{P}^{\gamma}=-P_{Y} \frac{\partial}{\partial X}+P_{X} \frac{\partial}{\partial Y}: B \longrightarrow B
$$

Note that $\Delta_{P}^{\gamma}$ is a $\mathbb{k}\left[T_{1}, \ldots, T_{n-2}\right]$-derivation of $B$ and that $\mathbb{k}\left[T_{1}, \ldots, T_{n-2}, P\right] \leq \operatorname{ker} \Delta_{P}^{\gamma}$.
6.15. Corollary. For $a \mathbb{k}$-derivation $D \neq 0$ of $B=\mathbb{k}^{[n]}$, tfae:
(1) $D$ is locally nilpotent and $\operatorname{rank} D \leq 2$
(2) $D=\alpha \Delta_{P}^{\gamma}$ for some $\gamma, P$ and $\alpha$ satisfying:

- $\gamma=\left(T_{1}, \ldots, T_{n-2}, X, Y\right)$ is a coordinate system of $B$
- $P \in B$ satisfies $\operatorname{gcd}_{B}\left(P_{X}, P_{Y}\right)=1$ and is a variable of $\mathbb{k}\left(T_{1}, \ldots, T_{n-2}\right)[X, Y]$.
- $\alpha$ is a nonzero element of $\mathbb{k}\left[T_{1}, \ldots, T_{n-2}, P\right]$.

Moreover, if the above two conditions hold then:
(3) $\operatorname{ker} D=\mathbb{k}\left[T_{1}, \ldots, T_{n-2}, P\right]$
(4) $\Delta_{P}^{\gamma}$ is an irreducible locally nilpotent derivation
(5) $\Delta_{P}^{\gamma}(B)$ contains a nonzero element of $\mathbb{k}\left[T_{1}, \ldots, T_{n-2}\right]$.

Proof. Suppose that $D$ satisfies condition (1). As rank $D \leq 2$, there exists a coordinate system $\gamma=\left(T_{1}, \ldots, T_{n-2}, X, Y\right)$ of $B$ satisfying $\mathbb{k}\left[T_{1}, \ldots, T_{n-2}\right] \subset$ ker $D$. Define $R=$ $\mathbb{k}\left[T_{1}, \ldots, T_{n-2}\right]$ and note that this is a UFD containing $\mathbb{Q}$; we have $B=R[X, Y]=R^{[2]}$ and $D \in \operatorname{LND}_{R}(B)$, so 6.6 can be applied to this situation. It follows that (2) holds. The other assertions are left to the reader.

## 7. Preliminaries for section 8

The following facts are needed in the next section.
7.1. Theorem (Miyanishi). Let $\mathbb{k}$ be a field of characteristic zero and $B=\mathbb{k}^{[3]}$. If $A \in \operatorname{KLND}(B)$ then $A=\mathbb{K}^{[2]}$.

The case $\mathbb{k}=\mathbb{C}$ of 7.1 was proved by Miyanishi in [14]; it is not difficult to show that the result remains valid if $\mathbb{k}$ is any field of characteristic zero.

For the next result, let $\mathbb{k}$ be a field of characteristic zero and $B=\mathbb{k}\left[X_{0}, X_{1}, X_{2}\right]=\mathbb{k}^{[3]}$. Recall that any $f, g \in B$ determine a $\mathbb{k}$-derivation

$$
\Delta_{(f, g)}=\left|\begin{array}{ccc}
f_{X_{0}} & f_{X_{1}} & f_{X_{2}} \\
g_{X_{0}} & g_{X_{1}} & g_{X_{2}} \\
\frac{\partial}{\partial X_{0}} & \frac{\partial}{\partial X_{1}} & \frac{\partial}{\partial X_{2}}
\end{array}\right|: B \rightarrow B
$$

satisfying $\mathbb{k}[f, g] \subseteq \operatorname{ker} \Delta_{(f, g)}$.
7.2. Theorem. Let $\mathbb{k}$ be a field of characteristic zero and $B=\mathbb{k}\left[X_{0}, X_{1}, X_{2}\right]=\mathbb{k}^{[3]}$. Let $f, g \in B$ be such that $\mathbb{k}[f, g] \in \operatorname{KLND}(B)$. Then the $\mathbb{k}$-derivation $\Delta_{(f, g)}: B \rightarrow B$ is irreducible, locally nilpotent and satisfies $\operatorname{ker} \Delta_{(f, g)}=\mathbb{k}[f, g]$. Consequently we have $\operatorname{LND}_{A}(B)=\left\{\alpha \Delta_{(f, g)} \mid \alpha \in A\right\}$, where $A=\mathbb{k}[f, g]$.

Result 7.2 is Corollary 2.6 of [3]. The nontrivial claim in that result is the fact that $\Delta_{(f, g)}$ is an irreducible derivation. Once this is known, the other assertions follow from 2.20 .
7.3. Graded rings. Every graded ring considered in sections 7 and 8 is either $\mathbb{Z}$-graded or $\mathbb{N}$-graded. Let $R=\bigoplus_{i} R_{i}$ be a graded ring.
(1) If $x \in R_{i} \backslash\{0\}$ then we write $\operatorname{deg} x=i$.
(2) A subring $A$ of $R$ is said to be homogeneous if $A=\bigoplus_{i}\left(A \cap R_{i}\right)$. If this is the case then we set $A_{i}=A \cap R_{i}$ and regard $A=\bigoplus_{i} A_{i}$ as a graded ring.
(3) If $D: R \rightarrow R$ is a derivation, we say that $D$ is homogeneous if there exists an integer $n$ such that $D\left(R_{i}\right) \subseteq R_{i+n}$ holds for all $i$; note that $n$ is unique if $D \neq 0$; we say that $D$ is homogeneous of degree $n$. Observe that if $D$ is homogeneous then $\operatorname{ker} D$ is a homogeneous subring of $R$.
(4) If $S$ is a multiplicatively closed subset of $\bigcup_{i}\left(R_{i} \backslash\{0\}\right)$ then the localized ring $S^{-1} R$ inherits a $\mathbb{Z}$-grading in a natural way: If $x \in R_{i} \backslash\{0\}$ and $s \in S$ then $x / s$ is declared to be homogeneous of degree $\operatorname{deg} x-\operatorname{deg} s$. If we write $S^{-1} R=\mathcal{R}=\bigoplus_{i \in \mathbb{Z}} \mathcal{R}_{i}$ then $\mathcal{R}_{0}$ is a subring of $\mathcal{R}$, called the homogeneous localization of $R$ with respect to $S$. If $S=\left\{1, f, f^{2}, \ldots\right\}$ where $f \in R_{i} \backslash\{0\}$ for some $i$, we write $R_{f}=S^{-1} R=\mathcal{R}$ and $R_{(f)}=\mathcal{R}_{0}$.

Exercise 7.1. Let $p, q$ be relatively prime positive integers and let $\mathbb{k}$ be any field. Define an $\mathbb{N}$-grading on $R=\mathbb{k}[X, Y]=\mathbb{k}^{[2]}$ by declaring that $R_{0}=\mathbb{k}, X \in R_{p}$ and $Y \in R_{q}$. Consider the ring $R_{(X Y)}$, i.e., the homogeneous localization of $R$ with respect to the multiplicative set $\left\{1, X Y,(X Y)^{2}, \ldots\right\}$. Show that $R_{(X Y)}=\mathbb{k}\left[\xi, \xi^{-1}\right]$ where $\xi=X^{q} / Y^{p}$. Also show that $R_{(Y)}=\mathbb{k}[\xi]=\mathbb{k}^{[1]}$ and that $R_{(X)}=\mathbb{k}\left[\xi^{-1}\right]=\mathbb{k}^{[1]}$.

The next two facts (7.4 and 7.5) are needed in the proof of 8.8:
7.4. Lemma. Let $R=\bigoplus R_{n}$ be a $\mathbb{Z}$-graded UFD satisfying:

For all $n \in \mathbb{Z}$, if $R_{n} \neq 0$ then $R_{n} \cap R^{*} \neq \varnothing$.
Then $R_{0}$ is a UFD.
7.5. Lemma. Let $R=\bigoplus R_{n}$ be a $\mathbb{Z}$-graded domain and $Q$ a homogeneous subring of $R$ satisfying:

$$
\text { For all } n \in \mathbb{Z} \text {, if } R_{n} \neq 0 \text { then } Q_{n} \cap Q^{*} \neq \varnothing \text {. }
$$

Then tfae:
(1) There exists a homogeneous element $v$ of $R$ such that $R=Q[v]=Q^{[1]}$
(2) $R_{0}=\left(Q_{0}\right)^{[1]}$.

Exercise 7.2. Prove 7.4 and 7.5.
The following is needed in the proof of 7.7.1:
7.6. Lemma. Let $\mathbb{k}$ be a field, $A=\mathbb{k}^{[r]}(r \geq 1)$ and let $A=\oplus_{i \in \mathbb{N}} A_{i}$ be a grading such that $A_{0}=\mathbb{k}$. If $f_{1}, \ldots, f_{n}$ are homogeneous elements of $A$ satisfying $\mathbb{k}\left[f_{1}, \ldots, f_{n}\right]=A$, then there is a subset $\left\{g_{1}, \ldots, g_{r}\right\}$ of $\left\{f_{1}, \ldots, f_{n}\right\}$ satisfying $A=\mathbb{k}\left[g_{1}, \ldots, g_{r}\right]$.

Proof. Consider a subset $\left\{g_{1}, \ldots, g_{s}\right\}$ of $\left\{f_{1}, \ldots, f_{n}\right\}$ satisfying $A=\mathbb{k}\left[g_{1}, \ldots, g_{s}\right]$ and minimal with respect to this property (in particular, $\operatorname{deg}\left(g_{i}\right)>0$ for all $i$ ). Let $R=$ $\mathbb{k}\left[T_{1}, \ldots, T_{s}\right]=\mathbb{k}^{[s]}$, with grading $R=\oplus_{i \in \mathbb{N}} R_{i}$ determined by $R_{0}=\mathbb{k}$ and $\operatorname{deg}\left(T_{i}\right)=$ $\operatorname{deg}\left(g_{i}\right)$. Then the surjective $\mathbb{k}$-homomorphism $e: R \rightarrow A, e(\varphi)=\varphi\left(g_{1}, \ldots, g_{s}\right)$, is homogeneous of degree zero. It suffices to show that the prime ideal $\mathfrak{p}=\operatorname{ker} e$ is zero. Assume the contrary. Note that $\left(T_{1}, \ldots, T_{s}\right) \supseteq \mathfrak{p}$, i.e., the variety $V(\mathfrak{p}) \subseteq \mathbb{A}^{s}$ passes through the origin. Since the origin is a smooth point ( $A$ is smooth over $\mathbb{k}$ ), and since $\mathfrak{p}$ is generated by its homogeneous elements, the jacobian condition implies that some homogeneous $\varphi \in \mathfrak{p}$ contains a term $\lambda T_{j}\left(\lambda \in \mathbb{k}^{*}\right)$. Since $\varphi$ is homogeneous and $\operatorname{deg}\left(T_{i}\right)>0$ for all $i, \varphi-\lambda T_{j} \in \mathbb{k}\left[T_{1}, \ldots, T_{j-1}, T_{j+1}, \ldots T_{s}\right]$, so $g_{j} \in \mathbb{k}\left[g_{1}, \ldots, g_{j-1}, g_{j+1}, \ldots g_{s}\right]$, contradicting minimality of $\left\{g_{1}, \ldots, g_{s}\right\}$.
7.7. Fix a field $\mathbb{k}$ of characteristic zero and a triple $\omega=\left(a_{0}, a_{1}, a_{2}\right)$ of positive integers. Let $B=\mathbb{k}\left[X_{0}, X_{1}, X_{2}\right]=\mathbb{k}^{[3]}$. The symbol $(B, \omega)$ means $B$ regarded as an $\mathbb{N}$-graded ring, $B=\oplus_{i \in \mathbb{N}} B_{i}$, where $B_{0}=\mathbb{k}$ and $X_{i} \in B_{a_{i}}$ for $i \in\{0,1,2\}$. Consider the following subsets of $\operatorname{LND}(B)$ and $\operatorname{KLND}(B)$ respectively:
$\operatorname{LND}(B, \omega)=\{D \in \operatorname{LND}(B) \mid D$ is homogeneous with respect to the grading of $(B, \omega)\}$ $\operatorname{kLnD}(B, \omega)=\{\operatorname{ker} D \mid D \in \operatorname{Lnd}(B, \omega)$ and $D \neq 0\}$.
7.7.1. Lemma. For a subalgebra $A$ of $B$, tfae:
(1) $A \in \operatorname{kLND}(B, \omega)$
(2) $A \in \operatorname{KLND}(B)$ and $A$ is a homogeneous subring of $B$
(3) $A \in \operatorname{kLND}(B)$ and $A=\mathbb{k}[f, g]$ for some homogeneous $f, g$.

Moreover, if $A=\mathbb{k}[f, g]$ satisfies condition (3) then

$$
\operatorname{LND}_{A}(B, \omega)=\left\{\alpha \Delta_{(f, g)} \mid \alpha \text { is a homogeneous element of } A\right\} .
$$

Proof. It is obvious that (1) implies (2). If (2) holds then Miyanishi's theorem 7.1 tells us that $A=\mathbb{k}^{[2]}$; then (3) follows from 7.6.

It is easy to see that if $f, g \in B$ are homogeneous then so is $\Delta_{(f, g)}: B \rightarrow B$. In view of 7.2, we obtain that (3) implies both (1) and the description of $\operatorname{LND}_{A}(B, \omega)$.

Remark. Zurkowski [21] gives a direct proof (i.e. a proof which does not rely on Miyanishi's result) of the fact that if $A \in \operatorname{kLND}(B, \omega)$ then $A=\mathbb{k}[f, g]$ for some homogeneous $f, g$. A simplified version of Zurkowski's argument is given in Daan Holtackers'MSc thesis [12].
7.8. Weighted projective planes. Fix an algebraically closed field $\mathbb{k}$ and a triple $\omega=\left(a_{0}, a_{1}, a_{2}\right)$ of positive integers. Consider the $\mathbb{N}$-graded ring $B=\mathbb{k}\left[X_{0}, X_{1}, X_{2}\right]=\mathbb{k}^{[3]}$ where $B_{0}=\mathbb{k}$ and (for all $i \in\{0,1,2\}$ ) $X_{i} \in B_{a_{i}}$. The Proj of that graded ring is denoted $\mathbb{P}_{\omega}$ and is called the weighted projective plane determined by weights $\omega=\left(a_{0}, a_{1}, a_{2}\right)$. One can see that $\mathbb{P}_{\omega}$ is an algebraic surface which is projective and normal.

Concretely, define an equivalence relation $\sim$ on the set $\mathbb{k}^{3} \backslash\{(0,0,0)\}$ by declaring that $\left(x_{0}, x_{1}, x_{2}\right) \sim\left(y_{0}, y_{1}, y_{2}\right)$ if for some $t \in \mathbb{k}^{*}$ we have $\left(y_{0}, y_{1}, y_{2}\right)=\left(t^{a_{0}} x_{0}, t^{a_{1}} x_{1}, t^{a_{2}} x_{2}\right)$. Then $\mathbb{P}_{\omega}$ is the set of equivalence classes, and each equivalence class is called a point of $\mathbb{P}_{\omega}$. The equivalence class of $\left(x_{0}, x_{1}, x_{2}\right)$ is denoted $\left(x_{0}: x_{1}: x_{2}\right)$.

If $h \in B$ is homogeneous with respect to the above grading, then the zero set of $h$ is well-defined: $V(h)=\left\{\left(x_{0}: x_{1}: x_{2}\right) \in \mathbb{P}_{\omega} \mid h\left(x_{0}: x_{1}: x_{2}\right)=0\right\}$.

Note that if $\omega=(1,1,1)$ then $\mathbb{P}_{\omega}=\mathbb{P}^{2}$ is the usual projective plane.

## 8. Homogeneous derivations of $\mathbb{K}^{[3]}$

The references for this section are: [4], [5], [9], [10], [6]. In this section, $\mathbb{k}$ is an algebraically closed field of characteristic zero, $B=\mathbb{k}\left[X_{0}, X_{1}, X_{2}\right]=\mathbb{k}^{[3]}$ and $\omega=\left(a_{0}, a_{1}, a_{2}\right)$, where $a_{0}, a_{1}, a_{2}$ are positive integers. The symbol $(B, \omega)$ means $B$ regarded as an $\mathbb{N}$-graded ring, $B=\oplus_{i \in \mathbb{N}} B_{i}$, where $B_{0}=\mathbb{k}$ and $X_{i} \in B_{a_{i}}$ for $i \in\{0,1,2\}$. Our goal is to describe the sets $\operatorname{Lnd}(B, \omega)$ and $\operatorname{KLND}(B, \omega)$ defined in 7.7. By result 7.7.1, we may formulate our problem as follows (where homogeneity of $f, g$ is relative to the grading of $(B, \omega)$ ):
8.1. Which homogeneous elements $f, g \in B$ are such that $\mathbb{k}[f, g] \in \operatorname{KLND}(B, \omega)$ ?
8.2. Example. Consider Freudenburg's first example of a rank 3 locally nilpotent derivation of $\mathbb{k}^{[3]}$, namely, $\mathbb{k}[f, g] \in \operatorname{KLND}(B)$ where

$$
f=X_{0} X_{2}-X_{1}^{2}, \quad g=X_{0}^{5}+2 X_{0}^{3} X_{1} X_{2}-2 X_{0}^{2} X_{1}^{3}+X_{0}^{2} X_{2}^{3}-2 X_{0} X_{1}^{2} X_{2}^{2}+X_{1}^{4} X_{2}
$$

In fact we have $\mathbb{k}[f, g] \in \operatorname{KLND}(B, \omega)$ where $\omega=(1,1,1)$. In view of question 8.1, we want to understand the properties of $f, g$, or equivalently the properties of the curves $F=V(f)$ and $G=V(g)$ in $\mathbb{P}^{2}$. We ask:

What is the affine surface $\mathbb{P}^{2} \backslash(F \cup G)$ ?
To identify that surface, blow-up $\mathbb{P}^{2} 8$ times, as follows:


Then $\mathbb{P}^{2} \backslash(F \cup G) \cong S$ minus those 10 curves. Further blowing-up and blowing-down transforms " $S$ minus the 10 curves" into:


Thus $S^{\prime}=\mathbb{P}^{2}$ and $\mathbb{P}^{2} \backslash(F \cup G) \cong \mathbb{P}^{2}$ minus two lines. So we conclude:

$$
\begin{equation*}
\text { The surface } \mathbb{P}^{2} \backslash(F \cup G) \text { is isomorphic to } \mathbb{A}_{*}^{1} \times \mathbb{A}^{1} \tag{27}
\end{equation*}
$$

where $\mathbb{A}_{*}^{1}$ denotes $\mathbb{A}^{1}$ minus a point. We will see in 8.8 that every element $\mathbb{k}[f, g]$ of $\operatorname{KLND}(B, \omega)$ satisfies (27), and conversely.

We now return to the general situation, i.e., let $(B, \omega)$ be as in the introduction of the present section. Note that if $d=\operatorname{gcd}\left(a_{0}, a_{1}, a_{2}\right)$ and $\omega^{\prime}=\left(a_{0} / d, a_{1} / d, a_{2} / d\right)$ then a derivation of $B$ is $\omega$-homogeneous if and only if it is $\omega^{\prime}$-homogeneous; so $\operatorname{LND}(B, \omega)=$ $\operatorname{LND}\left(B, \omega^{\prime}\right)$ and $\operatorname{KLND}(B, \omega)=\operatorname{KLND}\left(B, \omega^{\prime}\right)$ and consequently we may assume throughout:

$$
\begin{equation*}
\operatorname{gcd}\left(a_{0}, a_{1}, a_{2}\right)=1 \tag{28}
\end{equation*}
$$

Assumption (28) is in effect until the end of section 8. The problem splits into two cases:
"Easy" case: $a_{0}, a_{1}, a_{2}$ are not pairwise relatively prime.
Hard case: $a_{0}, a_{1}, a_{2}$ are pairwise relatively prime.
Before discussing how to answer question 8.1 in each case, we define:
8.3. A homogeneous coordinate system of $B$ is an ordered triple ( $u_{0}, u_{1}, u_{2}$ ) of homogeneous elements of $B$ satisfying $\mathbb{k}\left[u_{0}, u_{1}, u_{2}\right]=B$.

Exercise 8.1. If ( $u_{0}, u_{1}, u_{2}$ ) is any homogeneous coordinate system of $B$ then the triple ( $\left.\operatorname{deg} u_{0}, \operatorname{deg} u_{1}, \operatorname{deg} u_{2}\right)$ is a permutation of $\left(a_{0}, a_{1}, a_{2}\right)$.

## The "easy" case

Assume that $\omega=\left(a_{0}, a_{1}, a_{2}\right)$ satisfies (28) and:

$$
\begin{equation*}
a_{0}, a_{1}, a_{2} \text { are not pairwise relatively prime. } \tag{29}
\end{equation*}
$$

8.4. Example. Suppose that $\omega=(4,6,7)$. Note that $\mathbb{k}\left[X_{0}, X_{1}\right] \in \operatorname{Klnd}(B, \omega)$ and that $\operatorname{gcd}\left(\operatorname{deg} X_{0}, \operatorname{deg} X_{1}\right)=2$; thus:

$$
\mathbb{k}[f, g] \in \operatorname{kLND}(B, \omega) \nRightarrow \operatorname{gcd}(\operatorname{deg} f, \operatorname{deg} g)=1
$$

Compare with 8.7.
Exercise 8.2. With $\omega=(4,6,7)$, verify that $\mathbb{k}\left[X_{0}, X_{0}^{2} X_{1}+X_{2}^{2}\right] \in \operatorname{KLND}(B, \omega)$.
Under assumption (29), one can show that all elements of $\operatorname{LND}(B, \omega)$ have rank $<3$. More precisely, the main result is as follows:
8.5. Theorem. Let $A \in \operatorname{KLND}(B, \omega)$. Then there exists a homogeneous coordinate system ( $X_{0}, X_{1}, X_{2}$ ) of $B$ such that one of the following conditions holds:
(1) $A=\mathbb{k}\left[X_{0}, X_{1}\right]$.
(2) $\operatorname{gcd}\left(\operatorname{deg} X_{0}, \operatorname{deg} X_{2}\right)=1$ and $A=\mathbb{k}\left[X_{0}, X_{0}^{e} X_{1}+\psi\left(X_{0}, X_{2}\right)\right]$, for some $e \in \mathbb{N}$ and some $\psi\left(X_{0}, X_{2}\right) \in \mathbb{k}\left[X_{0}, X_{2}\right]$ such that $X_{0}^{e} X_{1}+\psi\left(X_{0}, X_{2}\right)$ is homogeneous and irreducible.
(3) $\operatorname{gcd}\left(\operatorname{deg} X_{0}, \operatorname{deg} X_{1}\right)=1=\operatorname{gcd}\left(\operatorname{deg} X_{0}, \operatorname{deg} X_{2}\right)$ and $A=k\left[X_{0}, P\right]$ for some homogeneous $P \in B$ which satisfies $\operatorname{gcd}_{B}\left(P_{X_{1}}, P_{X_{2}}\right)=1$ and which is a variable of $\mathbb{k}\left(X_{0}\right)\left[X_{1}, X_{2}\right]$.

Refer to [6] for the proof of 8.5 and also for that of the following:
8.6. Corollary. If $\operatorname{gcd}\left(a_{i}, a_{j}\right)>1$ for all $\{i, j\} \subset\{0,1,2\}$, then:

$$
\operatorname{kLND}(B, \omega)=\left\{\mathbb{k}\left[X_{0}, X_{1}\right], \mathbb{k}\left[X_{0}, X_{2}\right], \mathbb{k}\left[X_{1}, X_{2}\right]\right\} .
$$

## The hard case

Until the end of section 8, we assume that $\omega=\left(a_{0}, a_{1}, a_{2}\right)$ satisfies:

$$
\begin{equation*}
a_{0}, a_{1}, a_{2} \text { are pairwise relatively prime. } \tag{30}
\end{equation*}
$$

Then the first result is:
8.7. Proposition. Suppose that $\mathbb{k}[f, g]$ is an element of $\operatorname{KlND}(B, \omega)$, where $f, g$ are homogeneous. Then $\operatorname{gcd}(\operatorname{deg} f, \operatorname{deg} g)=1$.

Proof. This is a corollary to Theorem 3.7 of [4]. A different proof is given in [5].
8.8. Theorem ([4], Theorem 3.5). For homogeneous elements $f, g \in B$, tfae:
(1) $\mathbb{k}[f, g] \in \operatorname{KLND}(B, \omega)$
(2) $f, g$ are irreducible and $\mathbb{P}_{\omega} \backslash V(f g) \cong \mathbb{A}_{*}^{1} \times \mathbb{A}^{1}$ (isomorphism of algebraic surfaces).

See 7.8 for the definition of $\mathbb{P}_{\omega}$. Note that 8.8 replaces the problem of describing $\operatorname{KLND}(B, \omega)$ by a problem of geometry, namely:

What are all pairs of curves $C_{1}, C_{2}$ in $\mathbb{P}_{\omega}$ such that $\mathbb{P}_{\omega} \backslash\left(C_{1} \cup C_{2}\right) \cong \mathbb{A}_{*}^{1} \times \mathbb{A}^{1}$ ?

Proof of 8.8. Note that condition 8.8(2) is equivalent to:
$8.8\left(2^{\prime}\right) \quad f, g$ are irreducible and $B_{(f g)}=\mathbb{k}\left[\zeta, \zeta^{-1}\right]^{[1]}$ for some $\zeta \in B_{(f g)}$ such that $\zeta \notin \mathbb{k}$, where $B_{(f g)}$ denotes the homogeneous localization of $B$ at the set $\left\{1, f g,(f g)^{2},(f g)^{3}, \ldots\right\}$. We assume throughout that at least one of conditions 8.8(1), 8.8(2) (or 8.8(2')) holds. Let $p=\operatorname{deg} f, q=\operatorname{deg} g$ and $A=\mathbb{k}[f, g]$. We claim:

$$
\begin{equation*}
\operatorname{gcd}(p, q)=1 \text { and } f, g \text { are irreducible and not associates. } \tag{31}
\end{equation*}
$$

Indeed, if $8.8(1)$ holds then $\operatorname{gcd}(p, q)=1$ by 8.7 and $f, g$ are not associates as $\operatorname{trdeg}_{\mathfrak{k}}(A)=$ 2 by 2.10 ; as $f, g$ are irreducible in $A$ and $A$ is factorially closed in $B$, it follows that $f, g$ are irreducible in $B$. On the other hand, if $8.8(2)$ holds then the Picard group of $\mathbb{P}_{\omega} \backslash V(f g)$ is trivial; as this group is $\mathbb{Z} / d \mathbb{Z}$ where $d=\operatorname{gcd}(p, q)$, we get $\operatorname{gcd}(p, q)=1$. If $f, g$ are associates then $B_{(f g)}=B_{\left(f^{2}\right)}=B_{(f)}$ and it is easily verified that $B_{(f)}^{*}=\mathbb{k}^{*}$, but this is impossible because $8.8\left(2^{\prime}\right)$ implies that some unit of $B_{(f g)}$ does not belong to $\mathbb{k}$; so $f, g$ are not associates. This shows that (31) is true. It follows that if we define $\xi=f^{q} / g^{p} \in B_{(f g)}$ then

$$
\begin{equation*}
A_{(f g)}=\mathbb{k}\left[\xi, \xi^{-1}\right] . \tag{32}
\end{equation*}
$$

Suppose that 8.8(1) holds; we shall now prove that 8.8(2') is satisfied. In view of (31) and (32), it suffices to show that

$$
\begin{equation*}
B_{(f g)}=\left(A_{(f g)}\right)^{[1]} \tag{33}
\end{equation*}
$$

By $8.8(1), A=\operatorname{ker} D$ for some $0 \neq D \in \operatorname{LND}(B, \omega)$; then $A_{f g}$ is the kernel of the localization $D_{f g}: B_{f g} \rightarrow B_{f g}$ of $D$. By (31), we may choose $i, j \in \mathbb{Z}$ such that $p i+q j+$ $\operatorname{deg}(D)=0$; define $\mathcal{D}=f^{i} g^{j} D_{f g}$, then $\mathcal{D}: B_{f g} \rightarrow B_{f g}$ is locally nilpotent, homogeneous of degree zero and has kernel $A_{f g}$; the restriction $\mathcal{D}_{0}: B_{(f g)} \rightarrow B_{(f g)}$ of $\mathcal{D}$ is locally nilpotent and $\operatorname{ker}\left(\mathcal{D}_{0}\right)=A_{f g} \cap B_{(f g)}=A_{(f g)}$. We claim that

$$
\begin{equation*}
B_{(f g)} \text { is a UFD } \tag{34}
\end{equation*}
$$

and that each irreducible element $\pi$ of $A_{(f g)}$ satisfies:

$$
\begin{equation*}
A_{(f g)} / \pi A_{(f g)} \text { is algebraically closed in } B_{(f g)} / \pi B_{(f g)} . \tag{35}
\end{equation*}
$$

Indeed, note that the $\mathbb{Z}$-graded factorial domain $R=B_{f g}$ satisfies the hypothesis of 7.4 because $\operatorname{gcd}(p, q)=1$; thus (34) holds. Since $\mathbb{k}$ is an algebraically closed field by assumption, we have $A_{(f g)} / \pi A_{(f g)}=\mathbb{k}$ by (32) and hence (35) holds. From (34), (35) and 2.23 , we obtain (33). This shows that 8.8(1) implies 8.8(2').

Conversely, suppose that $8.8\left(2^{\prime}\right)$ holds. In order to prove 8.8(1), it suffices to show that $A \in \operatorname{KLND}(B)$ (then condition (3) of 7.7.1 is satisfied).

As $\zeta$ is a unit of $B_{(f g)}$, we have $\zeta=\lambda f^{i} g^{j}$ for some $\lambda \in \mathbb{k}^{*}$ and $i, j \in \mathbb{Z}$; we also have $0=\operatorname{deg} \zeta=p i+q j$, and it follows from $\operatorname{gcd}(p, q)=1$ that $\zeta=\lambda \xi^{n}$ for some $n \in \mathbb{Z}$. We also have $\xi \in B_{(f g)}^{*}=\mathbb{k}\left[\zeta, \zeta^{-1}\right]^{*}$, so $\xi=\mu \zeta^{m}$ for some $\mu \in \mathbb{k}^{*}$ and $m \in \mathbb{Z}$. We conclude that $m n=1$ and that $\mathbb{k}\left[\zeta, \zeta^{-1}\right]=\mathbb{k}\left[\xi, \xi^{-1}\right]=A_{(f g)}$. Thus 8.8(2') implies that (33) holds;
by 7.5 we obtain $B_{f g}=A_{f g}^{[1]}$, so in particular $A_{f g}$ is the kernel of some $\mathcal{D} \in \operatorname{LND}\left(B_{f g}\right)$. Consider $\mathcal{D}^{\prime}=f^{u} g^{v} \mathcal{D} \in \operatorname{LND}\left(B_{f g}\right)$, where $u, v \in \mathbb{N}$ are such that $f^{u} g^{v} \mathcal{D}\left(X_{i}\right) \in B$ for all $i \in\{0,1,2\}$ (recall that $B=\mathbb{k}\left[X_{0}, X_{1}, X_{2}\right]$ ). Then $\mathcal{D}^{\prime}(B) \subseteq B$ and the restriction $D: B \rightarrow B$ of $\mathcal{D}^{\prime}$ satisfies $D \in \operatorname{LND}(B)$ and ker $D=A_{f g} \cap B$. So there remains only to show that $A_{f g} \cap B=A$. As a first step, we prove:

$$
\begin{equation*}
A \cap f B=f A . \tag{36}
\end{equation*}
$$

It suffices to verify that if $h \in A \cap f B$ and $h$ is homogeneous then $h \in f A$. As $h \in$ $A=\mathbb{k}[f, g]$, we have $h=f \alpha+\beta$ where $\alpha \in A$ and $\beta \in \mathbb{k}[g]$; by homogeneity of $h$, we have in fact $\beta=\lambda g^{n}$ for some $\lambda \in \mathbb{k}$ and $n \in \mathbb{N}$. Then $\lambda g^{n} \in f B$. We have $f \nless g^{n}$ by (31), so $\lambda=0$ and $h=f \alpha \in f A$. This proves (36) and, by symmetry, we also have $A \cap g B=g A$. It follows by induction that $A \cap f^{i} g^{j} B=f^{i} g^{j} A$ for all $i, j \in \mathbb{N}$, and consequently $A_{f g} \cap B=A$. Thus $A \in \operatorname{KLND}(B)$ and we have shown that 8.8(2') implies 8.8(1).

## Affine rulings and locally nilpotent derivations

There is a rich interplay between the theory of algebraic surfaces and homogeneous locally nilpotent derivations of $\mathbb{K}^{[3]}$. As an example, [6] contains the following result:
8.9. Theorem. Consider $(B, \omega)$, where $\omega$ is any triple of positive integers. Given any $A, A^{\prime} \in \operatorname{KLND}(B, \omega)$, there exists a finite sequence of local slice constructions which transforms $A$ into $A^{\prime}$.

The statement of 8.9 is purely algebraic, but we don't know how to give a direct, algebraic proof of it. In the following paragraphs, we indicate how geometry can be used to prove the "hard case" of that result, i.e., the case where $\omega$ is pairwise relatively prime. (We will not discuss the "easy case", whose proof does not require geometry.)
8.10. Definition. Fix an algebraic surface $X$ which is complete, normal and rational (for instance, $X=\mathbb{P}_{\omega}$ ). An explicit affine ruling of $X$ is a morphism $\rho: U \rightarrow \mathbb{P}^{1}$ satisfying:
(1) The image of $\rho$ is an open subset $\Gamma \neq \varnothing$ of $\mathbb{P}^{1}$
(2) $U \neq \varnothing$ is an open subset of $X$ such that $U \cong \Gamma \times \mathbb{A}^{1}$
(3) $\rho$ is the composition $U \xrightarrow{\cong} \Gamma \times \mathbb{A}^{1} \xrightarrow{\text { proj. }} \Gamma \hookrightarrow \mathbb{P}^{1}$.
8.11. Example. Consider $(B, \omega)$ and $\mathbb{P}_{\omega}$ as before, where $\omega=\left(a_{0}, a_{1}, a_{2}\right)$ is pairwise relatively prime. Consider an element $\mathbb{k}[f, g]$ of $\operatorname{klnd}(B, \omega)$, where $f, g$ are homogeneous. We show that the ordered pair $(f, g)$ determines an explicit affine ruling of $\mathbb{P}_{\omega}$.

Let $p=\operatorname{deg} f, q=\operatorname{deg} g$ and $\xi=f^{q} / g^{p}$, then $\mathbb{k}\left[\xi, \xi^{-1}\right]$ is a subring of $B_{(f g)}$. Applying the functor Spec to the inclusion homomorphism $\mathbb{k}\left[\xi, \xi^{-1}\right] \hookrightarrow B_{(f g)}$ yields a morphism $U \rightarrow \Gamma$, where $U=\operatorname{Spec} B_{(f g)}=\mathbb{P}_{\omega} \backslash(V(f) \cup V(g))$ and $\Gamma=\operatorname{Spec} \mathbb{k}\left[\xi, \xi^{-1}\right]=\mathbb{P}^{1}$ minus two points. As shown in the proof of 8.8 , we have $B_{(f g)}=\mathbb{k}\left[\xi, \xi^{-1}\right]^{[1]}$; this means that the composition $U \rightarrow \Gamma \hookrightarrow \mathbb{P}^{1}$ (which we denote $\rho: U \rightarrow \mathbb{P}^{1}$ ) is an explicit affine ruling of $\mathbb{P}_{\omega}$. Moreover, the map $\rho$ is described by:

$$
\begin{align*}
\rho: U & \longrightarrow \mathbb{P}^{1} \\
\left(x_{0}: x_{1}: x_{2}\right) & \longmapsto\left(f\left(x_{0}, x_{1}, x_{2}\right)^{q}: g\left(x_{0}, x_{1}, x_{2}\right)^{p}\right) \tag{37}
\end{align*}
$$

8.12. Let $X$ be a surface as in 8.10 and let $\rho: U \rightarrow \mathbb{P}^{1}$ be an explicit affine ruling of $X$.
(1) If $\Gamma^{\prime} \neq \varnothing$ is an open subset of the image of $\rho$ then the restriction $\rho^{\prime}: \rho^{-1}\left(\Gamma^{\prime}\right) \rightarrow \mathbb{P}^{1}$ of $\rho$ is an explicit affine ruling of $X$; we write $\rho^{\prime} \leq \rho$ in this situation.
(2) If $\theta: \mathbb{P}^{1} \rightarrow \mathbb{P}^{1}$ is an automorphism then the composite $\rho^{\prime}: U \xrightarrow{\rho} \mathbb{P}^{1} \xrightarrow{\theta} \mathbb{P}^{1}$ is an explicit affine ruling of $X$; we write $\rho \asymp \rho^{\prime}$ in this case.
Consider the set $S$ of explicit affine rulings of $X$. Two elements $\rho, \rho^{\prime} \in S$ are equivalent if there exists a finite sequence $\rho_{0}, \ldots, \rho_{n}$ of elements of $S$ satisfying $\rho_{0}=\rho, \rho_{n}=\rho^{\prime}$ and

$$
\forall_{i<n} \quad \rho_{i} \leq \rho_{i+1} \quad \text { or } \quad \rho_{i+1} \leq \rho_{i} \quad \text { or } \quad \rho_{i} \asymp \rho_{i+1} .
$$

By an affine ruling of $X$, we mean an equivalence class of explicit affine rulings of $X$. We write

$$
\operatorname{AFRUL}(X)=\text { set of affine rulings of } X
$$

8.12.1. Each explicit affine ruling $\rho: U \rightarrow \mathbb{P}^{1}$ of $X$ extends to a rational map $X \rightarrow \mathbb{P}^{1}$ defined everywhere outside a finite set of points (because $X$ is normal); in turn, this rational map determines a linear system $\Lambda$ on $X$ without fixed components. Then $\rho \mapsto \Lambda$ is a well-defined map and one can see that two explicit affine rulings are equivalent if and only if they determine the same linear system. (The image of the map $\rho \mapsto \Lambda$ is a certain collection of linear systems on $X$; one may consider that these linear systems are the affine rulings - this is how the notion of affine ruling is defined in papers [9], [10] and [6].)
8.13. Theorem. Consider $(B, \omega)$ and $\mathbb{P}_{\omega}$ as before, where $\omega=\left(a_{0}, a_{1}, a_{2}\right)$ is pairwise relatively prime. Then the process described in 8.11 determines a well-defined bijection

$$
\operatorname{KLND}(B, \omega) \longrightarrow \operatorname{AFRUL}\left(\mathbb{P}_{\omega}\right)
$$

Comments. Let $A \in \operatorname{kLnd}(B, \omega)$. Then example 8.11 shows that each homogeneous coordinate system $(f, g)$ of $A$ determines an explicit affine ruling of $\mathbb{P}_{\omega}$, and it is not difficult to see that if $(f, g)$ and $\left(f^{\prime}, g^{\prime}\right)$ are two homogeneous coordinate systems of $A$ then the corresponding explicit affine rulings are equivalent; thus one gets a well-defined set map $\operatorname{KLND}(B, \omega) \rightarrow \operatorname{AFRUL}\left(\mathbb{P}_{\omega}\right)$. It is proved in [6] that this map is bijective.

So describing $\operatorname{klnd}(B, \omega)$ "reduces" to describing $\operatorname{AFrul}\left(\mathbb{P}_{\omega}\right)$. Paper [10] gives a geometric classification of $\operatorname{AFRUL}\left(\mathbb{P}_{\omega}\right)$ and $[6]$ derives algebraic consequences for $\operatorname{KLND}(B, \omega)$. To conclude this section, we mention some aspects of that work; this part is very sketchy, we only give a vague idea of how this works.
8.14. (1) Fix a surface $X$ as in 8.10. To each affine ruling $\Lambda \in \operatorname{AFrul}(X)$, one associates a set $\mathcal{P}(\Lambda)$ and, given $P \in \mathcal{P}(\Lambda)$, one defines an element $\Lambda * P$ of $\operatorname{arrul}(X)$. The cardinality of the set $\mathcal{P}(\Lambda)$ is that of the ground field $\mathbb{k}$. The object $P$ may be thought of as a "recipe" for modifying $\Lambda$ and the affine ruling $\Lambda * P$ is obtained by modifying $\Lambda$ according to $P$. The modification is achieved by performing a (possibly long) sequence of blowings-up and blowings-down. Given $\Lambda, \Lambda^{\prime} \in \operatorname{AFruL}(X)$, we call $\Lambda^{\prime}$ a modification of $\Lambda$ if there exists $P \in \mathcal{P}(\Lambda)$ such that $\Lambda * P=\Lambda^{\prime}$. Then one shows that if $\Lambda^{\prime}$ is a modification of $\Lambda$ then $\Lambda$ is a modification of $\Lambda^{\prime}$.
(2) Using the description of $\operatorname{AFRUL}\left(\mathbb{P}_{\omega}\right)$ given in [10], paper [6] proves that if $\omega$ is any triple of positive integers then:

Given any two affine rulings $\Lambda, \Lambda^{\prime}$ of $\mathbb{P}_{\omega}$, there exists a finite sequence of modifications which transforms $\Lambda$ into $\Lambda^{\prime}$.
(3) Suppose that $\omega$ is pairwise relatively prime, let $A, A^{\prime} \in \operatorname{KLND}(B, \omega)$ and let $\Lambda, \Lambda^{\prime} \in$ $\operatorname{AFRUL}\left(\mathbb{P}_{\omega}\right)$ be the images of $A$ and $A^{\prime}$ respectively, under the bijection of 8.13. Then [6] also proves:

If $\Lambda^{\prime}$ is a modification of $\Lambda$ then $A^{\prime}$ can be obtained from $A$ by a "local slice construction".

Parts (2) and (3) of 8.14 immediately imply that 8.9 is true when $\omega$ is pairwise relatively prime. Regarding the case where $\omega$ is not pairwise relatively prime, we will only say that its proof is much easier and does not require geometry.

## 9. Danielewski surfaces and local slice construction

In this section, $\mathbb{k}$ is any field of characteristic zero.
We present some general facts about Danielewski surfaces and then use some of that material to clarify Freudenburg's "local slice construction". The main reference for this section is [7], but note that some of the results (notably 9.5.2 and 9.6) can also be found in the work of Makar-Limanov (see [7] for references).
9.1. Definition. Let $B$ be a $\mathbb{k}$-algebra. We call $B$ a Danielewski surface over $\mathbb{k}$ if $B$ is isomorphic to

$$
\begin{equation*}
\mathbb{k}[X, Y, Z] /(X Y-\varphi(Z)) \tag{38}
\end{equation*}
$$

for some $\varphi(Z) \in \mathbb{k}[Z] \backslash \mathbb{k}$ (where $X, Y, Z$ are indeterminates). If $B$ is a Danielewski surface over $\mathbb{k}$ then any triple $(x, y, z) \in B^{3}$ satisfying $B=\mathbb{k}[x, y, z]$ and $x y \in \mathbb{k}[z] \backslash \mathbb{k}$ is called a coordinate system of $B$.
9.2. Example. Let $B=\mathbb{k}[U, V]=\mathbb{k}^{[2]}$, then $B$ is a Danielewski surface over $\mathbb{k}$ (take $\varphi$ of degree 1 in (38)). The triple $(U, V, U V)$ is a coordinate system of the Danielewski surface $B$. The triple $(x, y, z)=(0, U, V)$ satisfies $B=\mathbb{k}[x, y, z]$ and $x y \in \mathbb{k}[z]$, but is not a coordinate system of $B$ because $x y \in \mathbb{k}$.
9.3. Lemma. Let $B$ be a Danielewski surface over $\mathbb{k}$.
(1) $B$ is a normal domain, $\operatorname{trdeg}_{\mathfrak{k}} B=2$ and $B^{*}=\mathbb{k}^{*}$.
(2) $B$ has at least one coordinate system.
(3) If $(x, y, z)$ is any coordinate system of $B$ then there exists a unique $D \in \operatorname{LND}(B)$ such that $D(x)=0$ and $D(z)=x$. Moreover, $D$ is irreducible, $\operatorname{ker} D=\mathbb{k}[x]$ and $\operatorname{LND}_{\mathbb{k}[x]}(B)=\{\alpha D \mid \alpha \in \mathbb{k}[x]\}$.
(4) Let $(x, y, z)$ be a coordinate system of $B$ and let $I$ be the principal ideal $\mathbb{k}[z] \cap x B$ of $\mathbb{k}[z]$. Then $x y$ is a generator of $I$.
Proof. We may assume that $B=\mathbb{k}[X, Y, Z] /(X Y-\psi(Z))$ where $\psi(Z) \in \mathbb{k}[Z] \backslash \mathbb{k}$. As $\psi(Z) \neq 0, X Y-\psi(Z)$ is an irreducible element of $\mathbb{k}[X, Y, Z]$; so it is clear that $B$ is a
domain and that $\operatorname{trdeg}_{\mathfrak{k}}(B)=2$. Let $\pi_{1}: \mathbb{k}[X, Y, Z] \rightarrow B$ be the canonical epimorphism. Observe that if $\pi_{1}(X) \pi_{1}(Y)=\lambda \in \mathbb{k}$ then $X Y-\lambda \in \operatorname{ker} \pi_{1}$, so $X Y-\psi(Z)$ divides $X Y-\lambda$ in $\mathbb{k}[X, Y, Z]$; this is absurd because $\operatorname{deg}_{Z}(X Y-\psi(Z))>0$, so $\pi_{1}(X) \pi_{1}(Y) \notin \mathbb{k}$ and it follows that $\left(\pi_{1}(X), \pi_{1}(Y), \pi_{1}(Z)\right)$ is a coordinate system of $B$, proving assertion (2).

Let $(x, y, z)$ be any coordinate system of $B$ and consider the surjective $\mathbb{k}$-homomorphism $\pi: \mathbb{k}[X, Y, Z] \rightarrow B$ which maps $X, Y, Z$ to $x, y, z$ respectively. As $B$ is a domain of transcendence degree 2 over $\mathbb{k}$, ker $\pi$ is a principal ideal generated by an irreducible element of $\mathbb{k}[X, Y, Z]$. Since $x y \in \mathbb{k}[z] \backslash \mathbb{k}$, there exists $\varphi(Z) \in \mathbb{k}[Z]$ such that $\operatorname{deg}_{Z} \varphi(Z)>0$ and $x y=\varphi(z)$; then $P=X Y-\varphi(Z)$ belongs to $\operatorname{ker} \pi$ and is irreducible; consequently ker $\pi=(P)$. Thus we may assume that $B=\mathbb{k}[X, Y, Z] /(X Y-\varphi(Z))$ and that $\pi$ is the canonical epimorphism. Let $n=\operatorname{deg}_{Z}(P)=\operatorname{deg}_{Z} \varphi(Z)$ and recall that $n>0$. Viewing $P$ as a polynomial in $Z$ with coefficients in $\mathbb{k}[X, Y]$, we note that its leading coefficient belongs to $\mathbb{k}[X, Y]^{*}$; so, by the division algorithm, for each $F \in \mathbb{k}[X, Y, Z]$ there exists a unique pair $(Q, G)$ of elements of $\mathbb{k}[X, Y, Z]$ satisfying $F=P Q+G$ and $\operatorname{deg}_{Z}(G)<n$; consequently,
(39) For each $b \in B$, there exists a unique $G \in \mathbb{k}[X, Y, Z]$ such that $\operatorname{deg}_{Z}(G)<n$ and $b=G(x, y, z)$
or equivalently:
(40) $\quad x, y$ are algebraically independent over $\mathbb{k}$ and $B$ is a free module over $\mathbb{k}[x, y]$ with basis $\left\{1, z, \ldots, z^{n-1}\right\}$.
From (40) we deduce:

$$
\begin{equation*}
\mathbb{k}(x) \cap B=\mathbb{k}[x] . \tag{41}
\end{equation*}
$$

Indeed, if $b \neq 0$ belongs to $\mathbb{k}(x) \cap B$ then write $b=\sum_{i<n} a_{i} z^{i}$ (with $a_{i} \in \mathbb{k}[x, y]$ ); then there exist $a, a^{\prime} \in \mathbb{k}[x] \backslash\{0\}$ such that $a^{\prime}=a b=\sum_{i<n}\left(a a_{i}\right) z^{i}$, which implies that $a_{i}=0$ for all $i>0$; so $b \in \mathbb{k}[x, y] \cap \mathbb{k}(x)=\mathbb{k}[x]$ and (41) is true. Note that $y=x^{-1} \varphi(z) \in \mathbb{k}(x)[z]$, so it is clear that $\mathbb{k}[x, z] \subseteq B \subseteq \mathbb{k}(x)[z]$; thus if we let $S=\mathbb{k}[x] \backslash\{0\}$ then $S^{-1} B=\mathbb{k}(x)[z]=$ $\mathbb{k}(x)^{[1]}$, from which we deduce:

$$
\begin{equation*}
\mathbb{k}[x] \text { is factorially closed (and hence algebraically closed) in } B \text {. } \tag{42}
\end{equation*}
$$

Indeed, if $b_{1}, b_{2} \in B$ satisfy $b_{1} b_{2} \in \mathbb{k}[x] \backslash\{0\}$ then $b_{1}, b_{2}$ are units of $S^{-1} B=\mathbb{k}(x)^{[1]}$ and so belong to $B \cap \mathbb{k}(x)=\mathbb{k}[x]$. Statement (42) implies that $B^{*}=\mathbb{k}[x]^{*}$; as $x$ is transcendental over $\mathbb{k}$ by (40), we obtain $B^{*}=\mathbb{k}^{*}$. We claim:

$$
\begin{equation*}
B=\mathbb{k}(x)[z] \cap \mathbb{k}(y)[z] \quad \text { (intersection in Frac } B) . \tag{43}
\end{equation*}
$$

Consider $\beta \in \mathbb{k}(x)[z] \cap \mathbb{k}(y)[z]$ and write $\beta=F(x, y, z) / f(x)=G(x, y, z) / g(y)$ where $F(X, Y, Z), G(X, Y, Z) \in \mathbb{k}[X, Y, Z], f(X) \in \mathbb{k}[X]$ and $g(Y) \in \mathbb{k}[Y]$. By (39), we may arrange that $\operatorname{deg}_{Z}(F)<n$ and $\operatorname{deg}_{Z}(G)<n$. Then $g(y) F(x, y, z)=f(x) G(x, y, z)$ and the uniqueness claim in (39) implies that $g(Y) F(X, Y, Z)=f(X) G(X, Y, Z)$ in $\mathbb{k}[X, Y, Z]$. So $f \mid F$ in $\mathbb{k}[X, Y, Z]$, i.e., $F=f Q$ where $Q \in \mathbb{k}[X, Y, Z]$; thus $\beta=Q(x, y, z) \in B$ and (43) is true. As $\mathbb{k}(x)[z]=\mathbb{k}(x)^{[1]}$ and $\mathbb{k}(y)[z]=\mathbb{k}(y)^{[1]}$ are normal, so is their intersection $B$. Assertion (1) is proved.

It is easy to see that the $\mathbb{k}$-derivation $x \frac{\partial}{\partial z}$ of the field $\mathbb{k}(x, z)=\operatorname{Frac}(B)$ maps $B$ into itself; let $D: B \rightarrow B$ be the restriction, then clearly $D$ is locally nilpotent and is the only $\mathbb{k}$-derivation of $B$ which maps $x$ to 0 and $z$ to $x$. We have $\mathbb{k}[x] \leq \operatorname{ker} D \leq B$; consideration of transcendence degrees shows that ker $D$ is algebraic over $\mathbb{k}[x]$, so $\operatorname{ker} D=\mathbb{k}[x]$ by (42). Let us now prove:

$$
\begin{equation*}
\operatorname{LND}_{\mathbb{k}[x]}(B)=\{\alpha D \mid \alpha \in \mathbb{k}[x]\} . \tag{44}
\end{equation*}
$$

Consider a nonzero element $D^{\prime}$ of $\operatorname{LND}_{\mathbb{k}[x]}(B)$ and note that ker $D^{\prime}=\mathbb{k}[x]$. Exercise 2.12 implies that $D^{\prime}(z) \in \mathbb{k}[x] \backslash\{0\}$ and that $D(z) D^{\prime}=D^{\prime}(z) D$, so

$$
\begin{equation*}
x D^{\prime}=D^{\prime}(z) D \tag{45}
\end{equation*}
$$

By (40), we may write $D^{\prime} y=\sum_{i<n} a_{i} z^{i}$ where $a_{i} \in \mathbb{k}[x, y]$, so

$$
\begin{equation*}
\sum_{i<n}\left(x a_{i}\right) z^{i}=x D^{\prime}(y)=D^{\prime}(z) D(y)=D^{\prime}(z) \varphi^{\prime}(z) \tag{46}
\end{equation*}
$$

As $D^{\prime} z \in \mathbb{k}[x]$, (46) and (40) imply that $\forall_{i} x a_{i}=\lambda_{i} D^{\prime}(z)$, where the $\lambda_{i} \in \mathbb{k}$ are defined by $\varphi^{\prime}(Z)=\sum_{i<n} \lambda_{i} Z^{i}$ (and hence are not all zero). So $D^{\prime} z \in \mathbb{k}[x] \cap x \mathbb{k}[x, y]=x \mathbb{k}[x]$, i.e., $D^{\prime} z=x \alpha$ for some $\alpha \in \mathbb{k}[x]$. Thus (45) gives $D^{\prime}=\alpha D$, which proves (44). It follows that $D$ is irreducible. Indeed, 2.19 implies that $D=\alpha_{0} D_{0}$ for some $\alpha_{0} \in \mathbb{k}[x]$ and some irreducible $D_{0} \in \operatorname{LND}_{\mathbb{k}[x]}(B)$; then (44) gives $D_{0}=\alpha D$ for some $\alpha \in \mathbb{k}[x]$, so $D=\alpha_{0} \alpha D$ and hence $\alpha, \alpha_{0} \in \mathbb{k}^{*}$. So $D$ is irreducible and assertion (3) is proved. To prove assertion (4), consider:


Then it is clear that

$$
\begin{equation*}
\operatorname{ker}(g \circ \pi \circ u)=\mathbb{k}[Z] \cap(X, X Y-\varphi(Z))=\mathbb{k}[Z] \cap(X, \varphi(Z))=\varphi(Z) \mathbb{k}[Z] \tag{47}
\end{equation*}
$$

and $\operatorname{ker}(g \circ f)=\varphi(z) \mathbb{k}[z]$ follows by applying $v$ to (47). As

$$
I=\operatorname{ker}(\mathbb{k}[z] \hookrightarrow B \rightarrow B / x B)=\operatorname{ker}(g \circ f),
$$

we conclude that $I=\varphi(z) \mathbb{k}[z]=x y \mathbb{k}[z]$.
Exercise 9.1. Suppose that $B$ is a Danielewski surface over $\mathbb{k}$ and that $(x, y, z)$ is a coordinate system of $B$. Show:
(1) $(y, x, z)$ is a coordinate system of $B$; give an example where $(z, x, y)$ is not a coordinate system of $B$. Show that, for any $\alpha, \beta, \gamma \in \mathbb{k}^{*},(\alpha x, \beta y, \gamma z)$ is a coordinate system of $B$.
(2) Any two elements of $\{x, y, z\}$ are algebraically independent over $\mathbb{k}$.
(3) $\mathbb{k}[x], \mathbb{k}[y] \in \operatorname{KLND}(B)$ and $\mathbb{k}[x] \cap \mathbb{k}[y]=\mathbb{k}$.
9.4. Lemma. Let $B$ be a Danielewski surface over $\mathbb{k}$ and let $(x, y, z)$ and $\left(x^{\prime}, y^{\prime}, z^{\prime}\right)$ be two coordinate systems of $B$. If $\mathbb{k}[x]=\mathbb{k}\left[x^{\prime}\right]$ and $\mathbb{k}[z]=\mathbb{k}\left[z^{\prime}\right]$, then $\mathbb{k}[y]=\mathbb{k}\left[y^{\prime}\right]$.

Proof. Since $\left(x^{\prime}, y^{\prime}, z^{\prime}\right)$ is a coordinate system and $\mathbb{k}[z]=\mathbb{k}\left[z^{\prime}\right]$, it follows that $\left(x^{\prime}, y^{\prime}, z\right)$ is a coordinate system. By 9.3, we may consider $D, D^{\prime} \in \operatorname{LND}(B)$ such that $D z=x, D^{\prime} z=x^{\prime}$ and $\operatorname{ker} D=\mathbb{k}[x]=\operatorname{ker} D^{\prime} ;$ since $D^{\prime}$ is irreducible and $\operatorname{LND}_{\mathbb{k}[x]}(B)=\{\alpha D \mid \alpha \in \mathbb{k}[x]\}$, we have $D^{\prime}=\lambda D$ for some $\lambda \in \mathbb{k}^{*}$. Then $x^{\prime}=D^{\prime} z=\lambda D z=\lambda x$ and consequenty $\left(x, y^{\prime}, z\right)$ is a coordinate system. Applying part (4) of 9.3 to each of $(x, y, z),\left(x, y^{\prime}, z\right)$ shows that each of $x y, x y^{\prime}$ is a generator of the principal ideal $I$ of $\mathbb{k}[z]$ defined by $I=\mathbb{k}[z] \cap x B$. Thus $x y=\mu x y^{\prime}$ for some $\mu \in \mathbb{k}^{*}$, so $y=\mu y^{\prime}$ and consequently $\mathbb{k}[y]=\mathbb{k}\left[y^{\prime}\right]$.

## Tame automorphisms of Danielewski surfaces

9.5. Fix a coordinate system $\gamma=(x, y, z)$ of a Danielewski surface $B$ over $\mathbb{k}$.

### 9.5.1. Definition.

- Define $\tau \in \operatorname{Aut}_{k}(B)$ by $\tau(x)=y, \tau(y)=x$ and $\tau(z)=z$.
- For each $f \in \mathbb{k}[x]$, define $\Delta_{f} \in \operatorname{Aut}_{\mathbb{k}}(B)$ by $\Delta_{f}(x)=x$ and $\Delta_{f}(z)=z+x f(x)$.
- Let $G_{\gamma}$ be the subgroup of $\operatorname{Aut}_{\mathbb{k}}(B)$ generated by $\{\tau\} \cup\left\{\Delta_{f} \mid f \in \mathbb{k}[x]\right\}$.

We call $G_{\gamma}$ the tame subgroup of $\operatorname{Aut}_{\mathbb{k}_{k}}(B)$.
The assignment $(\alpha, A) \longmapsto \alpha(A)$, where $\alpha \in \operatorname{Aut}_{\mathbb{k}}(B)$ and $A \in \operatorname{KLND}(B)$, is a left-action of the group $\mathrm{Aut}_{\mathbb{k}}(B)$ on the set $\operatorname{KLND}(B)$. We restrict this action to the subgroup $G_{\gamma}$ of $\operatorname{Aut}_{\mathrm{k}}(B)$, then the main result of $[8]$ is:
9.5.2. Transitivity Theorem. The action of $G_{\gamma}$ on $\operatorname{KLND}(B)$ is transitive.

As a corollary to the Transitivity Theorem, we obtain the following generalization of Rentschler's Theorem (recall that $\mathbb{k}^{[2]}$ is a special case of Danielewski surface):
9.5.3. Corollary. Given any $D^{\prime} \in \operatorname{LND}(B)$, there exists $\theta \in G_{\gamma}$ such that $\theta \circ D \circ \theta^{-1}=$ $f(x) D$ for some $f(x) \in \mathbb{k}[x]$, where $D$ is the unique element of $\operatorname{LND}(B)$ satisfying $D x=0$ and $D(z)=x$.

## Isomorphisms between Danielewski surfaces

Although we don't need it for our purpose, we mention the following fact (see for instance 2.10 of [7]).
9.6. Proposition. Let $\varphi, \psi \in \mathbb{k}[Z] \backslash \mathbb{k}$ and consider the Danielewski surfaces (over $\mathbb{k})$ :

$$
B=\mathbb{k}[X, Y, Z] /(X Y-\varphi(Z)) \quad \text { and } \quad B^{\prime}=\mathbb{k}[X, Y, Z] /(X Y-\psi(Z)) .
$$

Then $B$ is $\mathbb{k}$-isomorphic to $B^{\prime}$ if and only if there exist $\theta \in \operatorname{Aut}_{\mathbb{k}}(\mathbb{k}[Z])$ and $\lambda \in \mathbb{k}^{*}$ such that $\psi=\lambda \theta(\varphi)$.

## Two characterizations of Danielewski surfaces

The following results are Theorems 2.5 and 2.6 of [7].
9.7. Theorem. Let $B$ be a domain containing a field $\mathbb{k}$ of characteristic zero, let $z \in B$ and let $D_{1}, D_{2} \in \operatorname{LND}(B)$. Suppose that $\left(z, D_{1}, D_{2}\right)$ satisfies:
(i) $\operatorname{ker} D_{1} \neq \operatorname{ker} D_{2}$
(ii) For each $i=1,2$, ker $D_{i}=\mathbb{k}^{[1]}$ and $D_{i}(z) \in \operatorname{ker} D_{i} \backslash\{0\}$.

Then $B$ is a Danielewski surface over $\mathbb{k}$. Moreover, if $D_{1}, D_{2}$ are irreducible then one of the following holds:
(1) $B=\mathbb{k}^{[2]}$ and $D_{1}(z), D_{2}(z) \in \mathbb{k}^{*}$
(2) $B \neq \mathbb{k}^{[2]}$ and $\left(D_{1}(z), D_{2}(z), z\right)$ is a coordinate system of $B$.
9.8. Theorem. Let $B$ be a UFD containing a field $\mathbb{k}$ of characteristic zero. Suppose that $D \in \operatorname{LND}(B)$ and $z \in B$ satisfy:

$$
\operatorname{ker} D=\mathbb{k}[D z]=\mathbb{k}^{[1]} .
$$

Then $B$ is a Danielewski surface over $\mathbb{k}$ and the following hold:
(1) If $D$ is irreducible then there exists $y \in B$ such that $(D z, y, z)$ is a coordinate system of $B$.
(2) If $D$ is not irreducible then $B=\mathbb{k}[z, D z]=\mathbb{k}^{[2]}$.

## Two lemmas on localization

These facts have nothing to do with Danielewski surfaces, but we need them for the discussion of local slice construction.
9.9. Notation. Given integral domains $R \leq B$, we write $B_{R}=S^{-1} B$ where $S=R \backslash\{0\}$ (so $R_{R}=\operatorname{Frac} R$ ). If $D: B \rightarrow B$ is a derivation, we also write $D_{R}=S^{-1} D: B_{R} \rightarrow B_{R}$.
9.10. Lemma. Let $R \leq B$ be domains, where $B$ is finitely generated as an $R$-algebra. Then $A \mapsto A_{R}$ is a bijection $\operatorname{KLND}_{R}(B) \rightarrow \operatorname{KLND}\left(B_{R}\right)$, with inverse $\mathcal{A} \mapsto \mathcal{A} \cap B$.

Proof. Given $A \in \operatorname{KLND}_{R}(B)$, choose $D \in \operatorname{Lnd}_{R}(B) \backslash\{0\}$ such that ker $D=A$. By exercise 2.1, $D_{R}: B_{R} \rightarrow B_{R}$ is locally nilpotent and has kernel $A_{R}$. Since $B$ is a domain, $D_{R}$ is an extension of $D$; this implies that $D_{R} \neq 0\left(\operatorname{so} A_{R} \in \operatorname{KLND}\left(B_{R}\right)\right)$ and $A=\operatorname{ker} D=$ $B \cap \operatorname{ker} D_{R}=B \cap A_{R}$, showing that $\Lambda: \operatorname{KLND}_{R}(B) \rightarrow \operatorname{KLND}\left(B_{R}\right)\left(A \mapsto A_{R}\right)$ is welldefined and injective. To show that $\Lambda$ is surjective, consider $\mathcal{A} \in \operatorname{Klnd}\left(B_{R}\right)$. Choose $\mathcal{D} \in \operatorname{LND}\left(B_{R}\right) \backslash\{0\}$ such that $\operatorname{ker} \mathcal{D}=\mathcal{A}$; note that $\mathcal{D}$ is an $R_{R}$-derivation, because $R_{R}$ is a field contained in $B_{R}$ (see 2.15). By assumption, we have $B=R\left[b_{1}, \ldots, b_{n}\right]$ for some $b_{1}, \ldots, b_{n} \in B$. For each $i \in\{1, \ldots, n\}$, we have $\mathcal{D}\left(b_{i}\right) \in B_{R}$; so there exists $r \in R \backslash\{0\}$ satisfying $\forall_{i} r \mathcal{D}\left(b_{i}\right) \in B$. Since the derivation $r \mathcal{D}: B_{R} \rightarrow B_{R}$ maps $R$ to 0 and maps each $b_{i}$ in $B$, it maps $B$ into itself; also, $r \mathcal{D}$ is locally nilpotent, since $r \in \operatorname{ker} \mathcal{D}$. Let $D: B \rightarrow B$ be the restriction of $r \mathcal{D}$, then $D \in \operatorname{LND}_{R}(B)$ and ker $D=A$, where we define $A=B \cap \mathcal{A}$. Since $D$ has a unique extension to a derivation of $B_{R}$, we have $D_{R}=r \mathcal{D}$; in particular $D_{R} \neq 0$, so $D \neq 0$ and $A \in \operatorname{KLND}_{R}(B)$; by exercise 2.1 the kernel of $D_{R}$ is $A_{R}$, so we obtain $\mathcal{A}=A_{R}=\Lambda(A)$. So $\Lambda$ is surjective.
9.11. Lemma. Let $B$ be a UFD, $R$ a factorially closed subring of $B$ and $D: B \rightarrow B$ an irreducible $R$-derivation. Then $D_{R}: B_{R} \rightarrow B_{R}$ is irreducible.

Proof. Assume the contrary; then there exists $b \in B_{R} \backslash B_{R}{ }^{*}$ such that $D_{R}\left(B_{R}\right) \subseteq b B_{R}$. In fact, such an element $b$ may be chosen in $B$. Then some prime factor $p \in B$ of $b$ satisfies $p \notin B_{R}{ }^{*}$. Since $D$ is irreducible and $p \notin B^{*}$, we may choose $x \in B$ such that $D x \notin p B$. Since $D(x)=D_{R}(x) \in p B_{R}$, there exists $r \in R \backslash\{0\}$ such that $p \mid r D(x)$ in $B$. Then $p \mid r$
in $B$; since $r \in R \backslash\{0\}$ and $R$ is an factorially closed subring of $B, p \in R \backslash\{0\}$. Thus $p \in B_{R}{ }^{*}$, a contradiction.

## Local slice construction revisited

Adopting the viewpoint of Danielewski surfaces allows us to clarify and generalize the notion of "local slice construction". We do this in two steps. The first approach (9.12) closely follows Freudenburg's method in the case $B=\mathbb{k}^{[3]}$ but only gives a partial clarification; the second approach (9.15) is simpler and more general.

Let $\mathbb{k}$ be any field of characteristic zero.
9.12. Let $B$ be a $\mathbb{k}$-affine UFD. Suppose that $(A, R, w)$ satisfies:
(i) $A \in \operatorname{KLND}(B)$
(ii) $R$ is a $\mathbb{k}$-subalgebra of $A$ such that $A_{R}=K^{[1]}\left(\right.$ where $\left.K=R_{R}\right)$
(iii) $w \in B$ satisfies $A_{R}=K[D w]$, where $D: B \rightarrow B$ is the unique ${ }^{2}$ irreducible derivation with kernel $A$ (thus $D \in \operatorname{LND}(B)$ and $D \neq 0$; see 2.20).
Then $(A, R, w)$ determines an element $A^{\prime}$ of $\operatorname{Klnd}(B)$ which we now proceed to define. We say that $A^{\prime}$ is obtained from $(A, R, w)$ by "local slice construction", and we write $A^{\prime}=\operatorname{LSC}(A, R, w)$.
9.12.1. Proposition and definition. Let $B,(A, R, w), K$ and $D$ be as in 9.12. Then $B_{R}$ is a Danielewski surface over $K$ and there exists $v \in B$ such that $(D w, v, w)$ is a coordinate system of $B_{R}$. More generally, consider any $(u, v) \in B \times B$ satisfying

$$
\begin{equation*}
(u, v, w) \text { is a coordinate system of } B_{R} \text { and } A_{R}=K[u] . \tag{48}
\end{equation*}
$$

Then the following hold:
(1) The ring $K[v]$ is independent of the choice of $(u, v)$ satisfying (48).
(2) The ring $K[v] \cap B$ belongs to $\operatorname{KLND}_{R}(B)$.

We define $\operatorname{LSC}(A, R, w)=K[v] \cap B$.
Remark. $R[v] \leq \operatorname{LSC}(A, R, w) \leq K[v], \operatorname{so} \operatorname{LSC}(A, R, w)$ is the unique element of $\operatorname{KLND}(B)$ which contains $R[v]$.
Proof of 9.12.1. By exercise 2.1, $D_{R}: B_{R} \rightarrow B_{R}$ is locally nilpotent and has kernel $A_{R}=K^{[1]}$. Since $\left(B_{R}\right)^{*}=\left(A_{R}\right)^{*}=K^{*}$, it follows that the ring $R^{\prime}=B \cap K$ is factorially closed in $B$; thus $D_{R^{\prime}}: B_{R^{\prime}} \rightarrow B_{R^{\prime}}$ is irreducible by 9.11 . As $R \leq R^{\prime} \leq K$, we have $B_{R}=B_{R^{\prime}}$ and $D_{R}=D_{R^{\prime}}$, so $D_{R}$ is irreducible. It follows from 9.8 that $B_{R}$ is a Danielewski surface over $K$ and that, for some $v \in B_{R},(D w, v, w)$ is a coordinate system of $B_{R}$. Multiplying $v$ by a suitable element of $R \backslash\{0\}$, we may arrange that $v \in B$; then the pair $(D w, v) \in B \times B$ satisfies (48).

Assertion (1) is an immediate consequence of 9.4. If $(u, v)$ satisfies (48) then $(u, v, w)$ is a coordinate system of $B_{R}$ so exercise 9.1 implies that $K[v] \in \operatorname{KLND}\left(B_{R}\right)$; then $K[v] \cap B \in$ $\operatorname{KLND}_{R}(B)$ by 9.10.

[^1]9.13. Example. We revisit Freudenburg's " $(2,5)$-example". Let $B=\mathbb{k}[X, Y, Z]$ and $f=X Z-Y^{2}$, then $A=\mathbb{k}[X, f] \in \operatorname{kLnd}(B)$. To perform a LSC on $A$, we define:
$$
R=\mathbb{k}[f] \quad \text { and } \quad w=X^{3}+Y f .
$$

We claim that $(A, R, w)$ satisfy conditions (i)-(iii) of 9.12. Indeed, the unique irreducible $D \in \operatorname{Der}(B)$ with kernel $A$ is $D=\Delta_{(X, f)}=-X \frac{\partial}{\partial Y}-2 Y \frac{\partial}{\partial Z}$, so $D w=D\left(X^{3}+Y f\right)=$ $f D Y=-X f$. Writing $K=\operatorname{Frac} R=\mathbb{k}(f)$, we have

$$
K[D w]=\mathbb{k}(f)[-X f]=\mathbb{k}(f)[X]=A_{R},
$$

so conditions (i)-(iii) hold.
By 9.12.1, it follows that $B_{R}=\mathbb{k}(f)[X, Y, Z]$ is a Danielewski surface over $\mathbb{k}(f)$ and that, for a suitable $v \in B,(-X f, v, w)$ is a coordinate system of $B_{R}$; consequently, $(X, v, w)$ is a coordinate system of $B_{R}$ so $(X, v)$ satisfies condition (48). To compute $v$, we consider the equation $X v=\varphi(w)$, where $\varphi(T) \in K[T]$ has positive $T$-degree. Replacing $v$ and $\varphi(T)$ by $r v$ and $r \varphi(T)$ respectively, where $r \in R \backslash\{0\}$, we may assume that $\varphi(T) \in R[T]$. In other words, we seek an irreducible $\Phi(S, T) \in \mathbb{k}[S, T]$ satisfying:

$$
X v=\Phi(f, w), \quad \operatorname{deg}_{T} \Phi>0 .
$$

Following Freudenburg's technique we set $X=0$ and find $\Phi\left(-Y^{2},-Y^{3}\right)=0$, from which we find $\Phi=S^{3}+T^{2}$. So $X v=f^{3}+w^{2}$ and hence

$$
v=X^{5}+2 X^{3} Y Z-2 X^{2} Y^{3}+X^{2} Z^{3}-2 X Y^{2} Z^{2}+Y^{4} Z
$$

Then $\operatorname{LSC}(A, R, w)$ is the unique element of $\operatorname{KLND}(B)$ containing $R[v]=\mathbb{k}[f, v]$; one can see that $\operatorname{LSC}(A, R, w)=\mathbb{k}[f, v]$.

Remark. In the above example, we know that $B_{R}$ is a Danielewski surface over $\mathbb{k}(f)$, that $(X, v, w)$ is a coordinate system of $B_{R}$ and that $X v=f^{3}+w^{2}$; consequently $B_{R}$ is the Danielewski surface $\mathbb{k}(f)\left[X_{1}, X_{2}, X_{3}\right] /\left(X_{1} X_{2}-X_{3}^{2}-f^{3}\right)$.
9.14. Example. Let $B=\mathbb{k}\left[T_{1}, T_{2}, X, Y, Z\right]=\mathbb{k}^{[5]}$ and consider $\Delta \in \operatorname{LND}(B)$ defined by $\Delta\left(T_{1}\right)=0=\Delta\left(T_{2}\right), \quad \Delta(X)=T_{1}, \quad \Delta(Y)=T_{2}, \quad \Delta(Z)=1+L, \quad$ where $L=T_{2} X-T_{1} Y$.
The derivation $\Delta$ was studied by Winkelman in [18]. We show that it can be obtained from $\partial / \partial Z$ by performing one LSC.

Let $D=\partial / \partial Z, A=\operatorname{ker}(D)=\mathbb{k}\left[T_{1}, T_{2}, X, Y\right], R=\mathbb{k}\left[T_{1}, T_{2}, L\right] \leq A$ and $w=X\left(T_{1} Z-X(1+L)\right)$. Then $D w=X T_{1}$. Writing $K=\operatorname{Frac} R=\mathbb{k}\left(T_{1}, T_{2}, L\right)$, we have $A_{R}=K[X, Y]=K[X]=K\left[X T_{1}\right]=K[D w]$ so $(A, R, w)$ satisfies conditions (i)-(iii) of 9.12. By 9.12.1, $B_{R}$ is a Danielewski surface over $K$ and, for a suitable $v \in B,\left(X T_{1}, v, w\right)$ is a coordinate system of $B_{R}$; thus $(X, v, w)$ is a coordinate system of $B_{R}$.

We seek $v$. Note that $Y \in K[X, Z]$, so $B_{R}=K[X, Z]=K^{[2]}$ (which is a Danielewski surface). As $B_{R}=K[X, Z]=K\left[X, T_{1} Z-X(1+L)\right]=K[X, v]$, where we write $v=T_{1} Z-X(1+L)$, it follows that $(X, v, X v)=(X, v, w)$ is a coordinate system of the Danielewski surface $B_{R}$. Thus ( $X, v$ ) satisfies (48). Consequently $\operatorname{LSC}(A, R, w)$ is the unique element of $\operatorname{KLND}(B)$ which contains $R[v]=\mathbb{k}\left[T_{1}, T_{2}, L, v\right]$. As $\mathbb{k}\left[T_{1}, T_{2}, L, v\right] \leq$ ker $\Delta$ is clear, we have $\operatorname{LSC}(A, R, w)=\operatorname{ker} \Delta$.

Paragraph 9.15 reformulates the notion of local slice construction in such a way that the concept is now completely transparent (but the practical calculations are the same as before).
9.15. Suppose that $A \in \operatorname{KLND}(B)$, where $B$ is any domain of characteristic zero. To perform a LSC on $A$,
(1) Choose a subring $R \leq A$ such that $B_{R}$ is a Danielewski surface over $K=R_{R}$ and $B$ is finitely generated as an $R$-algebra.
(2) Choose a coordinate system $(u, v, w)$ of $B_{R}$ such that $A_{R}=K[u]$.
(3) Define $A^{\prime}=K[v] \cap B$ and declare that $A^{\prime}$ is obtained from $A$ by performing a local slice construction.
Comments.

- In step (1), there may not exist a ring $R$ with the desired properties; in that case, it is impossible to perform a LSC on $A$. Assuming that such rings $R$ exist, finding one may be difficult in practice. Note that the same difficulty exists in the approach of 9.12 , i.e., one has to "find" a triple $(A, R, w)$ in order to perform a LSC.
- Once we have a ring $R$ as in step (1), 9.10 implies that $A_{R}$ belongs to $\operatorname{KLND}\left(B_{R}\right)$; then the theory of Danielewski surfaces implies that there exist infinitely many coordinate systems $(u, v, w)$ of $B_{R}$ satisfying $A_{R}=K[u]$ as in step (2).
- Result 9.10 also implies that, in step $(3), A^{\prime} \in \operatorname{Klnd}(B)$ and $A^{\prime} \neq A$.
- It is clear that if $A^{\prime}$ can be obtained from $A$ by performing a local slice construction, then $A$ can be obtained from $A^{\prime}$ by performing a local slice construction.
Remark. Of course one could further generalize the LSC by replacing, in 9.15, the class of Danielewski surfaces by any other class of rings for which we understand the locally nilpotent derivations. However:
- We don't know which class of rings would give a useful theory.
- The class of Danielewski surfaces seems to be "the right choice", and perhaps the only natural choice, if our aim is to understand the ring $B=\mathbb{k}^{[3]}$. Indeed, the study of homogeneous locally nilpotent derivations of $\mathbb{k}^{[3]}$ leads naturally to that class of rings, because the geometric modification of affine rulings turns out to be nothing else than LSC (see part (3) of 8.14). So the arbitrariness character of the LSC disappears when we consider the homogeneous theory of $\mathbb{K}^{[3]}$.
9.16. Definition. Given a domain $B$ of characteristic zero, define the graph KLND $(B)$ whose vertex-set is $\operatorname{KLND}(B)$ and in which distinct vertices $A, A^{\prime} \in \operatorname{KLND}(B)$ are joined by an edge if one can be obtained from the other by LSC (defined as in 9.15).

More precisely, $\underline{\operatorname{KLND}}(B)$ is a non-oriented graph such that there is at most one edge between any two vertices, and where no edge connects a vertex to itself. Note that there is a natural action of $\mathrm{Aut}_{\mathrm{k}}(B)$ on $\underline{\operatorname{KLND}}(B)$.
9.17. Example. If $B$ is a Danielewski surface over some field $\mathbb{k}$ of characteristic zero then $\underline{\operatorname{KLND}}(B)$ is a connected graph with $|\mathbb{k}|$ vertices. It is a tree if and only if $\operatorname{deg} \varphi \geq 3$, where $B=\mathbb{k}[X, Y, Z] /(X Y-\varphi(Z))$.
9.18. Corollary. Let $B=\mathbb{k}^{[3]}$ where $\mathbb{k}$ is a field of characteristic zero and consider two elements $\mathbb{k}[f, g]$ and $\mathbb{k}[f, h]$ of $\operatorname{KLND}(B)$, where $\mathbb{k}[f, h]$ is obtained from $\mathbb{k}[f, g]$ by LSC (or vice-versa). Then $\operatorname{KLND}_{\mathbb{k}[f]}(B)$ contains $|\mathbb{k}|$ elements and any two of them are related by a sequence of LSCs.

Proof. By definition 9.15 of the LSC, there exists a ring $R \leq \mathbb{k}[f, g] \cap \mathbb{k}[f, h]$ such that $B_{R}$ is a Danielewski surface over $R_{R}$. It is easy to see that $R=\mathbb{k}[f]$ has the desired property. Note that the bijection $\operatorname{KLND}\left(B_{R}\right) \rightarrow \operatorname{KLND}_{R}(B)$ of 9.10 preserves edges, when regarded as a map from $\underline{\operatorname{KLND}}\left(B_{R}\right)$ to $\underline{\operatorname{KLND}(B) ; ~ t h u s ~ t h e ~ a s s e r t i o n ~ f o l l o w s ~ f r o m ~ 9.17 . ~}$
9.19. Example. Let $B$ be a domain of transcendence degree 2 over a field $\mathbb{k}$ of characteristic zero. Suppose that $\operatorname{ML}(B)=\mathbb{k}$ (where $\operatorname{ML}(B)$ is the intersection of $\operatorname{ker}(D)$ for all $D \in \operatorname{Lnd}(B))$ and that $B$ is not a Danielewski surface over $\mathbb{k}$. Then $\underline{\operatorname{KLND}(B) \text { is a graph }}$ with $|\mathbb{k}|$ vertices and no edges.
10. Polynomials $f(X, Y, Z)$ whose generic fiber is a Danielewski surface

The graph $\underline{\underline{K L N D}}(B)$ is an invariant of the ring $B$ and, presumably, can be used for investigating the structure of $B$. However 9.19 shows that, for certain rings, it is totally useless to consider that graph. In the case $B=\mathbb{K}^{[3]}$, it seems that $\underline{\operatorname{KLND}(B) \text { contains just }}$ the right amount of edges to be interesting.

From now-on, let $B=\mathbb{K}^{[3]}$ where $\mathbb{k}$ is a field of characteristic zero. The main question is:

Question 1. What is the structure of KLND $(B)$ ?
Of course, this is very difficult. A particularly intriguing aspect of question 1 is:
Question 2. Which subalgebras $R$ of $B$ satisfy: $B_{R}$ is a Danielewski surface over $R_{R}$ ?
Exercise 10.1. If $R$ is a subalgebra of $B$ such that $B_{R}$ is a Danielewski surface over $R_{R}$, then so is $R^{\prime}=B \cap \operatorname{Frac}(R)$. Moreover, $B_{R^{\prime}}=B_{R}$ and $R^{\prime}$ is factorially closed in $B$.

In view of this exercise, there is no loss of generality if we restrict question 2 to rings $R$ which are factorially closed in $B$. In other words, question 2 should be replaced by:

Question 3. Which subalgebras $R$ of $B$ satisfy:
(*) $\quad B_{R}$ is a Danielewski surface over $R_{R}$ and $R$ is factorially closed in $B$.
We shall now discuss question 3 .
10.1. Lemma. If $R$ is a subalgebra of $B$ satisfying $(*)$ then $R=\mathbb{k}^{[1]}$.

Proof. Since $B_{R}$ is a Danielewski surface over $R_{R}$ we have $\operatorname{trdeg}_{R} B=2$, so $\operatorname{trdeg}_{\mathrm{k}} R=1$. We also have $\left|\operatorname{KLND}\left(B_{R}\right)\right|>1$, so $\left|\operatorname{KLND}_{R}(B)\right|>1$ by 9.10 . Pick distinct $A, A^{\prime} \in$ $\mathrm{KLND}_{R}(B)$. By a result in Freudenburg's lectures, $A \cap A^{\prime}$ is either $\mathbb{k}$ or $\mathbb{k}^{[1]} ;$ since $A \cap A^{\prime} \supseteq R$ and $\operatorname{trdeg}_{\mathbb{k}} R=1$, we have $A \cap A^{\prime}=\mathbb{k}^{[1]}$ and $A \cap A^{\prime}$ is algebraic over $R$. As $R$ is factorially closed in $B$ by assumption, it is algebraically closed in $B$ and hence $R=A \cap A^{\prime}=\mathbb{k}^{[1]}$.
10.2. Definition. Let $f \in B=\mathbb{k}[X, Y, Z]$ and $R=\mathbb{k}[f]$. The $\mathbb{k}(f)$-algebra $B_{R}=$ $\mathbb{k}(f)[X, Y, Z]$ is called the generic fiber of $f$. If $B_{R}$ is a Danielewski surface over $R_{R}=\mathbb{k}(f)$, we call $f$ a polynomial "whose generic fiber is a Danielewski surface".
10.3. Lemma. If $f \in B$ is a polynomial whose generic fiber is a Danielewski surface then $\mathbb{k}[f]$ is factorially closed in $B$.
Proof. The fact that $\mathbb{k}(f)[X, Y, Z]$ is a Danielewski surface over $\mathbb{k}(f)$ implies that

$$
\mathbb{k}(f)[X, Y, Z]^{*}=\mathbb{k}(f)^{*}
$$

and it follows that $R=\mathbb{k}(f) \cap B$ is factorially closed in $B$; as $B_{R}=\mathbb{k}(f)[X, Y, Z]$ is clear, we obtain that $R$ satisfies (*). By 10.1, it follows that $R=\mathbb{k}[g]$ for some $g \in B$, so we have $\mathbb{k}[f] \subseteq \mathbb{k}[g]$ and $\mathbb{k}(f)=\mathbb{k}(g)$. Consequently, $\mathbb{k}[f]=\mathbb{k}[g]$ and hence $\mathbb{k}[f]$ is factorially closed in $B$.

Combining 10.1 and 10.3 gives:
10.4. Corollary. The rings $R$ which answer question 3 are exactly the $\mathbb{k}[f]$ where $f \in B$ is a polynomial whose generic fiber is a Danielewski surface.

Note that 10.4 replaces question 3 by
Question 4. Describe the class (call it " $\mathcal{C}$ ") of polynomials $f \in B$ whose generic fiber is a Danielewski surface.

Let us make a few comments concerning the class $\mathcal{C}$.
(1) If the local slice construction turns out to be significant in the study of $\mathbb{k}^{[3]}$ (and at this time it seems to be an interesting idea) then the above facts suggest that the class $\mathcal{C}$ should also play a significant rôle.
(2) The class $\mathcal{C}$ contains in particular all variables: If $f$ is a variable of $B$ then $\mathbb{k}(f)[X, Y, Z]=\mathbb{k}(f)^{[2]}$ is a Danielewski surface, so $f \in \mathcal{C}$. Also note the converse: If $f \in B$ satisfies $\mathbb{k}(f)[X, Y, Z]=\mathbb{k}(f)^{[2]}$ then a result of Kaliman [13] implies that $f$ is a variable of $B$.
(3) The polynomials $\left\{H_{n}\right\}_{n=1}^{\infty}$ all belong to $\mathcal{C}$ (these are the standard-homogeneous polynomials of degrees $1,2,5,13,34, \ldots$ which were defined inductively in one of Freudenburg's lectures). If we assume that $\mathbb{k}$ is algebraically closed then, as a corollary to [11], one can show that the $H_{n}$ are the only ${ }^{3}$ standard-homogeneous elements of $\mathcal{C}$. The same list of polynomials has arisen in the work of several researchers (for instance Kashiwara or Gizatullin) investigating problems which have apparently nothing to do with the LSC. Also note that the zero-set of $H_{3}$ in $\mathbb{P}^{2}$ is Yoshihara's quintic [20].
(4) The elements of $\mathcal{C}$ which are homogeneous with respect to some positive weights $\omega=\left(a_{0}, a_{1}, a_{2}\right)$ are partially understood: See the discussion of Gizatullin curves below. However many elements of $\mathcal{C}$ are not homogeneous (with respect to positive weights). For instance, if $\varphi(Z) \in \mathbb{k}[Z]$ is any nonconstant polynomial then $X Y-$ $\varphi(Z)$ is a member of $\mathcal{C}$ (these are among the simplest members of $\mathcal{C}$ ).

[^2](5) Suppose that $f \in \mathcal{C}$. Then it is not difficult to see that the general fiber of $f$ is a Danielewski surface, i.e., $\mathbb{k}[X, Y, Z] /(f-\lambda)$ is a Danielewski surface for almost all $\lambda \in \mathbb{k}$. However, in most cases there does not exist an automorphism of $\mathbb{k}[X, Y, Z]$ which maps $f-\lambda$ to a polynomial of the form $X Y-\varphi(Z)$. In other words, this gives Danielewski surfaces which are embedded in $\mathbb{A}^{3}$ in non-standard ways (this is the case for $H_{n}-\lambda$ when $n \geq 3$ and $\lambda \neq 0$ ).

From now-on, assume that $\mathbb{k}$ is an algebraically closed field of characteristic zero and let $\omega=\left(a_{0}, a_{1}, a_{2}\right)$, where $a_{0}, a_{1}, a_{2}$ are pairwise relatively prime positive integers. Let $B=\mathbb{K}^{[3]}$ and consider $(B, \omega)$ and $\mathbb{P}_{\omega}$ as in section 8 .
10.5. Definition. Let us say that a curve $C$ in $\mathbb{P}_{\omega}$ is a Gizatullin curve if it is irreducible, rational and such that:

The affine surface $\mathbb{P}_{\omega} \backslash C$ is completable by a zig-zag.
10.6. Theorem. Consider an irreducible $f \in B$ which is $\omega$-homogeneous. Then tfae:
(1) $V(f) \subset \mathbb{P}_{\omega}$ is a Gizatullin curve.
(2) $f \in \mathcal{C}$, i.e., the generic fiber of $f$ is a Danielewski surface.

This result is equivalent to Proposition 7.3 of [11]. That paper also explains how to construct all Gizatullin curves of $\mathbb{P}_{\omega}$, for any $\omega$. In this sense we can say that the $\omega$ homogeneous elements of $\mathcal{C}$ are (at least partially) understood.
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[^0]:    ${ }^{1}$ We are not saying that this maximal element is a maximal ideal!

[^1]:    ${ }^{2} D$ is unique up to multiplication by an element of $B^{*}$.

[^2]:    ${ }^{3} \mathrm{Up}$ to a linear automorphism of $\mathbb{k}[X, Y, Z]$.

